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© Copyright 2018, Epsylon. All rights reserved. No part of this document may be reproduced
or transmitted without written permission from Epsylon Sp. z 0.0. Sp.K..

December 2018

This edition applies to eterio ESOS (eterio SAN Operating System) 4.0. Epsylon believes the
information in this publication is accurate as of its publication date. The information is subject
to change without notice.

Trademarks

Eterio, the eterio logo, eterio SAN MD are trademarks or registered trademarks of Epsylon
Sp. z 0.0. Sp.K.

Microsoft, Windows, Windows Server, and Hyper-V are trademarks or registered trademarks
of Microsoft Corporation in the United States and/or other countries.

Linux is a trademark of Linus Torvalds in the United States and/or other countries.
UNIX is a registered trademark of The Open Group in the United States and other countries.
Mac and OS X are trademarks of Apple Inc., registered in the U.S. and other countries.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of
Oracle and/or its affiliates.

VMware, ESXi, and vSphere are registered trademarks or trademarks of VMware, Inc. in the
United States and/or other countries.

Citrix and Xen are registered trademarks or trademarks of Citrix Systems, Inc. in the United
States and/or other countries.

Other trademarks and trade names used in this document to refer to either the entities
claiming the marks and names, or their products are the property of their respective owners.
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Notices

This eterio ESOS 4.0 user’s manual is applicable to the following eterio SAN MD models:

Table 1: eterio SAN Storage System 4U 19” Rack Mount Models

Model Name Controller Type Form Factor, Bay Count, and Rack Unit
MD4224S Dual Controller LFF 24-disk 4U Chassis
MD4224M Dual Controller LFF 24-disk 4U Chassis
MD4224L Dual Controller LFF 24-disk 4U Chassis

Table 2: eterio SAN Storage System 3U 19” Rack Mount Models

Model Name Controller Type Form Factor, Bay Count, and Rack Unit
MD3216S Dual Controller LFF 16-disk 3U Chassis
MD3216M Dual Controller LFF 16-disk 3U Chassis
MD3216L Dual Controller LFF 16-disk 3U Chassis

Table 3: eterio SAN Storage System 2U 19” Rack Mount Models

Model Name ‘ Controller Type Form Factor, Bay Count, and Rack Unit
MD2212S Dual Controller LFF 12-disk 2U Chassis
MD2212M Dual Controller LFF 12-disk 2U Chassis
MD2212L Dual Controller LFF 12-disk 2U Chassis
MD2226S Dual Controller SFF 26-disk 2U Chassis
MD2226M Dual Controller SFF 26-disk 2U Chassis
MD2226L Dual Controller SFF 26-disk 2U Chassis
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Information contained in this manual has been reviewed for accuracy. But it could include
typographical errors or technical inaccuracies. Changes are made to the document
periodically. These changes will be incorporated in new editions of the publication. Eterio may
make improvements or changes in the products. All features, functionality, and product
specifications are subject to change without prior notice or obligation. All statements,
information, and recommendations in this document do not constitute a warranty of any kind,
express or implied.

Any performance data contained herein was determined in a controlled environment.
Therefore, the results obtained in other operating environments may vary significantly. Some
measurements may have been made on development-level systems and there is no
guarantee that these measurements will be the same on generally available systems.
Furthermore, some measurements may have been estimated through extrapolation. Actual
results may vary. Users of this document should verify the applicable data for their specific
environment.

This information contains examples of data and reports used in daily business operations. To
illustrate them as completely as possible, the examples include the names of individuals,
companies, brands, and products.

All these names are fictitious and any similarity to the names and addresses used by an actual
business enterprise is entirely coincidental.
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Preface

About This Manual

This manual provides technical guidance for designing and implementing eterio SAN MD-
Series, and it is intended for use by system administrators, SAN designers, storage
consultants, or anyone who has purchased these products and is familiar with servers and
computer networks, network administration, storage system installation and configuration,
storage area network management, and relevant protocols.

Technical Support

Do you have any questions or need help trouble-shooting a problem? Please contact eterio
Support, we will reply to you as soon as possible.

Via the Web: https://eterio.eu/serwis

Via Telephone: +48 18 4436509

Via Email: support@eterio.eu

Information, Tip and Caution

This manual uses the following symbols to draw attention to important safety and operational

information.
o INFORMATION:
0 INFORMATION provides useful knowledge, definition, or terminology for
reference

TIP
Q TIP provides helpful suggestions for performing tasks more effectively.

CAUTION:
CAUTION indicates that failure to take a specified action could result in

damage to the system.
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Conventions

The following table describes the typographic conventions used in this manual.

Table 4:Typographic conventions used in this manual

Conventions Description

Indicates text on a window, other than the window title, including
Bold menus, menu options, buttons, fields, and labels. Example: Click the
OK button.
. Indicates a variable, which is a placeholder for actual text provided by
<Italic> ) : !
the user or system. Example: copy <source-file> <target-file>.
[]square Indicates optional values.
brackets Example: [ a | b ] indicates that you can choose a, b, or nothing.
Indicates required or expected values. Example: { a | b } indicates that
{} braces .
you must choose either a or b.
, Indicates that you have a choice between two or more options or
| vertical bar
arguments.
/ Slash Indicates all options or arguments.
underline Indicates the default value. Example: [a | b ]
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ESOS Overview

1.1

1.1.2.

ESOS (eterio SAN Operating System) is eterio’s proprietary SAN operating system and allows
you to manage, monitor, and analyze the configuration and performance of your eterio SAN
MD-Series storage system. This chapter provides an overview of the ESOS functionality and
includes a brief explanation of storage terminology for you to be more familiar with the storage
technologies used by the eterio SAN system.

Introduction to ESOS

ESOS is equipped with a refreshingly simple to use web-based GUI and easily is deployable
into any infrastructure. Based on the Linux kernel, the 64-bit in-house developed ESOS
delivers comprehensive storage functionality and is suitable for primary or secondary storage
for SMB to entry-level enterprise businesses. The following sections will introduce the ESOS
system and storage pool architecture with enterprise-grade storage features.

ESOS System Architecture

ESOS supports Dual Active (Active/Active) controller system architecture with high
availability. Figure 1 shows the ESOS system architecture with dual controller.

Figure 1: ESOS System Architecture
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Figure 2 shows the ESOS system architecture with a single controller configuration. The data
path is back and forth between the host interfaces and disk drives via the backplane. The
LVM (Logical Volume Management) is the core to handle this data flow between them. It
provides a method of allocating space on mass-storage devices that is more flexible than
conventional partitioning schemes. A volume manager can concatenate, stripe together or
otherwise combine partitions into larger virtual ones that administrators can re-size or move,
potentially without interrupting system use. Of course, it may rely on the system resources
manager to arrange the processor time slot and scheduled tasks.

' Vss l l 0DX l ‘ VA_AL \) ‘
|, MPIO / MCS |@ T o TR L e e —

(High-Availahility Control)

Local
Clone

Remote
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SSD HDD

pr————
{M.2 Flash + BBM/SuperCap

Figure 2: ESOS System Architecture with Single Controller Configuration

Base on LVM technology, it develops the features of auto tiering, thin provisioning, SSD cache
and data backup functions of snapshot, local clone, and remote replication. Upon LVM, QSOE
(Quality Storage Optimization Engine) which we are proud to develop, increases IOPS
performance and overall system throughput. ESOS also supports several critical data
services such as MPIO (Multi-Path 1/0), MC/S (Multiple Connections per Session), Microsoft
VSS (Volume Shadow Copy Service), Microsoft ODX (Offloaded Data Transfer), and VMware
VAAI (VMware vSphere Storage APIs for Array Integration). In the periphery, there are
management service daemon to provide user interface operations, C2F (Cache to Flash)
mechanism includes BBM (Battery Backup Module) / SCM (SuperCap Module) and M.2 flash
module to protect cache data from power shortage. These key enterprise storage features
are all together in a single box.
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Under the operation of dual controllers, HAC (High Availability Control) module has a
heartbeat mechanism to detect whether the other controller is alive. Cache mirror
synchronizes the memory data of both controllers including the status and storage
configuration. When one controller fails, the other controller can seamlessly take over all the
tasks of the failed controller thanks to this cache sync. In addition, zero system downtime for
the dual controller system takes place during firmware upgrading period.

ESOS Storage Pool Architecture

eterio storage pool supports a variety of 3.5”/2.5” SAS/NL-SAS HDD and 2.5” SAS/SATA SSD
flash drives. Figure 3 shows the storage pool architecture. Several disk drives are combined
to form a “disk group” with RAID protection. Then several disk groups can be combined to
form a storage pool. A volume (virtual disk) is then created out of the storage pool and served
to application servers over either iISCSI or Fibre Channel connections.

Ok fironm 2 T Goroun Y

Figure 3: ESOS Storage Pool Architecture

If the local disk drives are not enough, additional expansion enclosures including disk drives
can be added to increase storage capacity. There are host spares for standby if any disk
drives in pools fail. Base on snapshot technology, the data backup features such as local
clone and remote replications are also provided.
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1.1.3 ESOS 4.0 Functionality List
ESOS 4.0 provides the following functionality for administrator management.
N
[ —
o '
i =gty e = -
e || o :

Figure 4: ESOS 4.0 Desktop Panel

System Management:

e Change system name, date and time.

e Change admin’s password, user’s password, and configure login options.

e Configure management IP address, DNS, and service ports.

e  Support boot management including auto shutdown, wake-on-LAN, and wake-on-SAS.

e  Support network UPS via SNMP.

e  Monitor cache to flash memory protection status. BBM (Battery Backup Module), SCM
(Super Capacitor Module), and flash module are optional add-ons.

e Configure alert notifications through email, syslog server, or SNMP traps.

e Obtain system information and download service package.

e Update firmware of head unit or enclosure unit(s).

e Change operation mode of single or dual controller.

e Blink UID (Unique Identifier) LEDs for locating the storage arrays.

e System reset to default, configuration backup, and volume restoration for maintenance
usage.

e  System reboot or shutdown

Host Connectivity

e  Obtain host connectivity information.

e Configure iISCSI connectivity with IP address, link aggregation, VLAN (Virtual LAN) ID
and jumbo frame.

e  Setup entity name and iSNS (Internet Storage Name Service).
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e Configure iSCSI target with CHAP (Challenge-Handshake Authentication Protocol) and
mutual CHAP authentication.

e List and disconnect iSCSI sessions.

e  Configure fibre channel connectivity with link speed and topology.

Storage Management

e  Support RAID pool with RAID level 0, 1, 3, 5, 6, 0+1, 10, 30, 50, 60, and N-way mirror.

e  Support thick provisioning pool and online migrate RAID pool.

e  Support thin provisioning pool with space reclamation.

e  Support 3-tier auto tiering with scheduled relocation. (auto tiering function is optional)

e Support SSD read cache or read-write cache to improve performance. (SSD cache
function is optional)

e  Support online storage pool capacity expansion and volume capacity extension.

o Configure disk properties with disk write cache, disk read-ahead, command queuing, and
disk standby.

e Configure volume properties with background 1/O priority, volume write-back cache, and
video editing mode for enhanced performance.

e  Support access control for LUN mapping.

e  Support global, local, and dedicated hot spares for pool.

e  Support fast RAID rebuild.

e  Support disk drive health check and S.M.A.R.T attributes.

e  Support hard drive firmware batch update.

e  Support pool parity check and media scan for disk scrubbing.

e  Support pool activated and deactivated for disk roaming.

Data Backup

e  Support writable snapshot with manual or schedule tasks.
e  Support volume cloning for local replication.
e  Support remote replication with traffic shaping for dynamic bandwidth controller

Virtualization Integration

e Seamless integrated with popular hypervisor including VMware vSphere, Microsoft
Hyper-V, and Citrix XenServer.

Monitoring

e View event logs with different levels of event and download event logs.
e  Monitor enclosure status of head and enclosure units.
e  Monitor storage array performance.
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Terminology

In this section, we introduce the terms that are used for the storage system throughout this
manual.

RAID

RAID is the abbreviation of Redundant Array of Independent Disks. There are different RAID
levels with different degrees of data protection, data availability, and performance to the host
environment.

Pools

A storage pool is a collection of disk drives. One pool consists of a set of volumes and owns
one RAID level attribute.

Volumes

Each pool can be divided into several volumes. The volumes from one pool have the same
RAID level but may have different volume capacity.

Fast RAID Rebuild

When executing rebuild, the Fast RAID Rebuild feature skips any partition of the volume
where no write changes have occurred, it will focus only on the parts that have changed.

LUN

A LUN (Logical Unit Number) is a unique identifier for designating an individual or collection
of physical or virtual storage devices that execute I/O commands with a host computer, as
defined by the SCSI (Small Computer System Interface) standard.

iISCSI

iISCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer System
Interface) commands and data in TCP/IP packets for linking storage devices with servers over
common IP infrastructures.

Fibre Channel

Fibre channel is an extremely fast system interface. It was initially developed for use primarily
in the supercomputing field but has become the standard connection type for storage area
networks (SAN) in enterprise storage.

SAS

Serial-attached SCSI offers advantages over older parallel technologies. The cables are
thinner, and the connectors are less bulky. Serial data transfer allows the use of longer cables
than parallel data connections.
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Thick Provisioning

Thick provisioning is allocated upon creation the physical disk drive space and is equal to the
user capacity seen by the host server. It also called fat provisioning.

Thin Provisioning

Thin provisioning is allocated on-demand and can be less than the user capacity seen by the
host server. It involves using virtualization technology to give the appearance of having more
physical resources than are available.

Auto Tiering

Auto Tiering is the automated progression or demotion of data across different tiers (types) of
storage devices and media. The movement of data takes place in an automated way with the
help of software and is assigned to the related media according to performance and capacity
requirements. It also includes the ability to define rules and policies that dictate if and when
data can be moved between the tiers, and in many cases provides the ability to pin data to
tiers permanently or for specific periods of time.

SSD Cache

Smart Response Technology (also known as SSD cache) allows an SSD to function as cache
for an HDD volume. It is a secondary cache that improves performance by keeping frequently
accessed data on SSDs where they are read/write far more quickly than from the HDD
volume.

Snapshot

A volume snapshot is the state of a system at a point in time.

Local Clone

Local clone function has another physical data copy as the original volume.
Remote Replication

Remote replication function prevents primary site failure by replicating data to the remote
sites.
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Prepare for Installation

Preparation for installation is an important task, it will help you to plan your system
configuration and install your system smoothly. This chapter provides a description of the
configuration planning steps and a configuration worksheet example for reference.

Prepare for Configuration Planning

Before installing your SAN storage system, it is highly recommended you to do installation
preparation using the worksheet. Sticking to the worksheet will help you to setup and initialize
the storage system. Please refer to the Table 5 for the content of worksheet. You can also
ask us for worksheet: “eterio SAN Configuration Worksheet”, which is also delivered with your
unit

Table 5: Configuration Worksheet

1. Initial Configuration

Item Value

System Name:
The maximum length of the system name is 32 characters. Valid
charactersare [A~Z |a~z | 0~9 | -_].

Admin Password:

The maximum length of the password is 12 characters. Valid
characters are [ A~Z | a~z | 0~9 | ~|@#$%"&* -
+="\(){}H]:;"<>,.7/ ].

NTP Server:

FQDN (Fully Qualified Domain Name) or IP address of NTP
(Network Time Protocol) server.

Time Zone:
Depending on your location.

2. Management Port Setting

Item Value
Management Port IP Address on Controller 1: IP:
IP address, subnet mask, and gateway of the management port | SM:
on controller 1. GW:

DNS Server Address:
IP address of DNS (Domain Name System) server.
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Management Port IP Address on Controller 2 (optional): IP:
IP address, subnet mask, and gateway of the management port | SM:
on controller 2. GW:
3. Notification Setting
Item Value

Email-from address to send event notification.

Email-to Address 1:

Email-to Addresses: Email-to Address 2:
Email-to addresses to receive event notification

Email-to Address 3:

SMTP Server:
Network name or IP address of SMTP (Simple Mail Transfer
Protocol) server.

Syslog Server: (optional)
FQDN or IP address of syslog server.

SNMP-Trap Address 1:

SNMP Trap Addresses: (optional) SNMP-Trap Address 2:
FQDNs or IP addresses of SNMP (Simple Network
Management Protocol) trap.

SNMP-Trap Address 3:

4.iSCSI Port Configuration

Item Value

Onboard iSCSI Port IP Addresses:
IP address, subnet mask, and gateway of the iISCSI ports.
- Onboard 2 x 10GBASE-T iSCSI (RJ45) ports

Controller 1 Onboard LAN1 Onboard LAN2
IP Address
Subnet Mask

Gateway
Controller 2 Onboard LAN1 Onboard LAN2
IP Address

Subnet Mask

Gateway
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Slot 1iSCSI Port IP Addresses: (optional)
IP address, subnet mask, and gateway of the iISCSI
ports.
- 4-port 10GbE iSCSI Host Card (SFP+)
- 2-port 1GBASE-T iSCSI Host Card (RJ45)
- 4-port 1GBASE-T iSCSI Host Card (RJ45)
Controller 1 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LANS Slot 1 LAN4
IP Address
Subnet Mask
Gateway
Controller 2 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LANS Slot 1 LAN4
IP Address
Subnet Mask
Gateway
Slot 2 iSCSI Port IP Addresses: (optional)
IP address, subnet mask, and gateway of the iISCSI
ports.
- 4-port 10GbE iSCSI Host Card (SFP+)
- 2-port 1GBASE-T iSCSI Host Card (RJ45)
- 4-port 1GBASE-T iSCSI Host Card (RJ45)
Controller 1 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3 Slot 1 LAN4
IP Address
Subnet Mask
Gateway
Controller 2 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3 Slot 1 LAN4
IP Address
Subnet Mask
Gateway

Iltem Value
Entity Name:

The entity name is for a device or gateway that is
accessible from the network. The maximum length of
the entity name is 200 characters. Valid characters
are[a~z|0~9]|-.:]

iISNS IP Address (optional):
IP address of iISNS (Internet Storage Name Server)
server.

CHAP Username (optional):

CHAP (Challenge-Handshake Authentication
Protocol) username. The maximum length of the
username is 223 characters. Valid characters are [
A~Z | a~z | 0~9 |~ @#%"&*_-+=|(){}[:;<>.?/].
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CHAP Password (optional):

CHAP password. The length of the password is
betweenl2 to 16 characters. Valid characters are |
A~Z | a~z | 0~9 | ~1@#P%"N&*_-+="|\({}]:;”'<>,.?/ 1.

Mutual CHAP Username (optional):

Mutual CHAP username. The maximum length of the
username is 223 characters. Valid characters are |
A~Z | a~z | 0~9 | ~l@#%"&* _-+=|0{}]:;<>.7/].

Mutual CHAP Password (optional):

Mutual CHAP password. The length of the password
is betweenl12 to 16 characters. Valid characters are [
A~Z | a~z | 0~9 | ~1@#$%"&*_-+="|\({}]:;”’<>,.?/ 1.

5. Fibre Channel Port Configuration

Item Value

Slot 1 Fibre Channel (optional):

Link speed and topology of the fibre channel ports.
Topology support: FC-AL, point-to-point (16Gb Fibre
Channel only supports Point-to-Point topology)

- 4-port 16Gb Fibre Channel Host Card (SFP+)

- 2-port 16Gb Fibre Channel Host Card (SFP+)

Controller 1 Slot 1 FC1 Slot 1 FC2 Slot 1 FC3 Slot 1 FC4
Link Speed
Topology
Controller 2 Slot 1 FC1 Slot 1 FC2 Slot 1 FC3 Slot 1 FC4
Link Speed
Topology

6. Pool Configuration

Item Value

Pool Type:
Thick Provisioning, Thin Provisioning, or Auto Tiering
(Thin Provisioning Enabled).

Pool Name:
The maximum length of the pool name is 16
characters. Valid characters are [ A~Z | a~z | 0~9 | -

_<>1]
Disks: gi[S)
Disk type, disk quantity, and the capacity. NL-éAS'

RAID Level:
RAID level 0, 1, 3, 5, 6, 0+1, 10, 30, 50, 60, and N-
way mirror RAID EE level 5EE, 6EE, 50EE, and 60EE
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Raw Capacity:
Sum of disk capacity.

Estimate Capacity:

Item

Estimate capacity according to the RAID level.
7. Volume Configuration

Value

Volume Name:

The maximum length of the volume name is 32
characters. Valid characters are [ A~Z | a~z | 0~9 | -
_<>]

Capacity:
Required capacity of the volume.

Volume Type:
RAID Volume or Backup Volume

8. LUN Mapping Configuration

Item

Value

Protocol:
iSCSI or FCP.

Volume Name:
Select one of created volumes.

Allowed Hosts:
iISCSI IQN or Fibre Channel WWNN for access
control. Wildcard (*) for access by all hosts.

Target:
iISCSI Target or Fibre Channel Target

LUN:
Support LUN (Logical Unit Number) from 0 to 255.

Permission:
Read-only or Read-write.

9. SSD Cache Configuration

Item

Value

SSD Cache Pool Name:

The maximum length of the pool name is 16
characters. Valid characters are [ A~Z | a~z | 0~9 | -
_<>1]

Cache Type:
Read Cache (NRAID+) or Read-write Cache (RAID 1
or NRAID 1+).

I/0 Type:
Database, File System, or Web Service.
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SSDs:
SSD quantity and the capacity.

Raw Capacity:
Sum of disk capacity.

10. Snapshot Configuration

Item

Value

Volume Name:
Select one of created volumes.

Snapshot Space:
Reserved snapshot space for the volume.

The maximum length of the snapshot name is 32
characters. Valid characters are [ A~Z |a~z | 0~9 | -
<>].

Schedule Snapshots (optional):
Define the cycle of snapshots.

11. Local Clone Configuration

Item

Value

Source Volume Name:
Select one of created volume for source.

Source Volume Capacity:
Check the capacity of source volume.

Target Volume Name:
Select one of created volume for target.

Target Volume Capacity:
Check the capacity of target volume.

Schedule Local Clones (optional):
Define the cycle of local clones.

12. Remote Replication Configuration

Item Value
Source Volume Name:
Select one of created volumes for source.
Source Volume Capacity:
Check the capacity of source volume.
Item Value

Source iSCSI Port:
iISCSI port of source unit. It can be auto or dedicated
iISCSI port.

Target iSCSI Port IP Addresses:
iISCSI port IP addresses of target unit.

Target Controller 1

Controller 2 (optional)
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IP Address:

Target CHAP Username (optional):

CHAP username. The maximum length of the
username is 223 characters. Valid characters are [
A~Z | a~z| 0~9 | ~1@#%"&*_-+=|0{}[]:;<>.7/].

Target CHAP Password (optional):

CHAP password. The length of the password is
between 12 to 16 characters. Valid characters are |
A~Z | a~z | 0~9 | ~1@#P%"N&*_-+="|\({}]:;”'<>,.?/ 1.

Target Volume Name:
Select one of created volume for target.

Target Volume Capacity:
Check the capacity of target volume.

Schedule Remote Replications (optional):
Define the cycle of remote replications.

Traffic Shaping for Peak Hour (optional):
Limit the transfer rate at peak hour.

Traffic Shaping for Off-peak Hour (optional):
Limit the transfer rate at off-peak hour.

Off-peak Hour (optional):

Define the off-peak hours.

Now please follow the steps and fill the worksheet out for initial system configuration.

Configuration Planning for Initial Setup

In Table 5, the items on part 1, initial configuration, are listed for the initial setup. The
information in the following checklist is helpful before the initial configuration is performed.

e  System name allows maximum 32 characters. Valid characters are [ A~Z | a~z | 0~9 | -

<>].

e Administrator password allows maximum 12 characters. Valid characters are [ A~Z | a~z

| 0~9 | ~1@#$%"&* —+="\O(I:"<>,.2/ ].

e The date and time can be manually entered, but to keep the clock synchronized,

recommend using a NTP (Network Time Protocol) service.
e Enter the time zone based on your geographical location.
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Management IP Configuration Planning

With your network administrator, determine the IP addresses and network parameters you
plan to use with the storage system, and record the information on part 2, management port
setting in Table 5. You can manage the storage system through a dedicated management
port at least on controller 1. This port must share a same subnet with the host you use to
initialize the system. After initialization, any host on the same network and with a supported
browser can manage the system through the management port.

It is recommended using a static IP address for the management port. Please prepare a
list of the static IP addresses, the subnet mask, and the default gateway.

DNS (Domain Name Service) server address provides a means to translate FQDN (Fully
Qualified Domain Name) to IP address. Some noatification services need DNS setting.
For dual controller configurations, the management port IP address on controller 2 is
optional. If enabling the dual management ports setting, both management ports of
controller 1 and 2 have their own IP addresses, and both are active. Otherwise, only the
management port of master controller is active, the other one is standby. The
management port fails over to the slave controller when the master controller goes offline
even planned or unplanned.

Notification Configuration Planning

On part 3, notification setting in Table 5, prepare to configure the notification. It's helpful for
monitoring the system health.

SMTP server and email address to direct notification alerts the IT administrator and any
alternate or back-up personnel.

Syslog server address to log monitored events.

SNMP (Simple Network Management Protocol) trap to send system event logs to SNMP
trap agent.
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2.1.4 iSCSI Configuration Planning

Although SAN is a private network environment, IP addresses of iISCSI data ports should be
planned, too. Optionally, CHAP security information, including CHAP username and
password should be prepared.

For an iSCSI dual-controller system, recommend installing an iSNS server on the same
storage area network. For better usage of failover, the host must logon the target twice (both
controller 1 and controller 2), and then the MPIO should setup automatically. More advanced,
all the connections among hosts (with clustering), switches, and the dual-controller are
recommended as redundant as shown below.

1 Clustering

Host / Server Host / Server

|EB_E_| GBE @

il i
LE]

Gigabit switch

L[]
(0]

Gigabit switch

controller 1 controller 2

Figure 5: Dual-controller Topology

If you are using onboard iSCSI LAN ports, please fill in part 4, onboard iSCSI port IP
addresses of iISCSI port configuration. Optionally, if you have iSCSI host card at slot 1 and
slot 2, please fill in iISCSI port IP address.
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INFORMATION:
ISCSI Host Cards at Slot 1 (PCle Gen3 x 8)

e HQ-10G4S2, 4 x 10GbE iSCSI (SFP+) ports
e HQ-10G2T, 2 x 10GbE iSCSI (RJ45) ports
u e HQ-01GA4T, 4 x 1GbE iSCSI (RJ45) ports

iISCSI Host Cards at Slot 2 (PCle Gen2 x 48)

e HQ-10G4S2, 4 x 10GbE iSCSI (SFP+) ports (Slot 2 provides 20Gb
bandwidth)

e HQ-10G2T, 2 x 10GbE iSCSI (RJ45) ports

e HQ-01GA4T, 4 x 1GbE iSCSI (RJ45) ports

e The entity name is for a device or gateway that is accessible from the network.

e An iSNS (Internet Storage Name Service) server uses the iISNS protocol to maintain
information about active iISCSI devices on the network, including their IP addresses,
iISCSI node names, and iISCSI targets. The iSNS protocol enables automated discovery
and management of iISCSI devices on an IP storage network. An iSCSI initiator can query
the iISNS server to discover iSCSI target devices.

e CHAP (Challenge-Handshake Authentication Protocol) is a one-way authentication
which the initiator will be authenticated by the iISCSI target. CHAP requires that both the
client and server know the plaintext of the password/secret, although it is never sent over
the network. In addition, mutual CHAP is a two-way authentication between the iISCSI
target and the initiator. For CHAP username, the maximum length of name is 223
characters and for CHAP password, the length range is from 12 to 16 alphanumeric
characters.

Fibre Channel Configuration Planning

Optionally, if you have fibre channel host card, please fill at slot 1 fibre channel on part 5, fibre
channel port configuration in Table 5. You must be familiar the fibre channel protocol. Please
consider the fibre channel typology, either direct-attach to HBA or connection with fibre
channel switch.

INFORMATION:
u Fibre Channel Host Card at Slot 1 (PCle Gen3 x 8)

e HQ-16F4S2, 4 x 16Gb FC (SFP+) ports
e HQ-16F2S2, 2 x 16Gb FC (SFP+) ports

Fibre Channel Host Card at Slot 1 (PCle Gen3 x 8)
e HQ-16F2S2, 2 x 16Gb FC (SFP+) ports (Slot 2 provides 20Gb
bandwidth)
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e Setthe link speed as the same as the HBA or fibre channel switch or set it to auto if you
are not sure the link speed.

e Setthe topology as the same as the HBA or fibre channel switch. Topology supports FC-
AL, point-to-point (16Gb fibre channel only supports Point-to-Point topology).

Storage Configuration Planning

This is the most important part to use the SAN storage system effectively. Depending on your
application, estimated volume capacity, and disk failure risk, you should have a well-thought
out storage plan. Complete all storage configuration planning jobs on part 6, pool
configuration, part 7, volume configuration, part 8, LUN mapping configuration, and part 9,
SSD cache configuration.

Planning the Disks
To plan the disk drives, determine:

e The cost/performance ratio of the disk drive type.

o Estimate the total required capacity of the system.

e  Whether the disk drives are SSDs.

e Quantity of spare disks. Recommend for hot spare to active drive ratios, 1 in 30 for SAS
drives and 1 in 15 for NL-SAS.

Planning the Pools
Necessary activities are in the following, please fill in part 6, pool configuration, in Table 5.

e The pool name, the maximum length of name is 16 characters.

e According to the pool and disk drive characteristics, such as total capacity, budget,
performance, and reliability, determine a pool type (thick, thin provisioning, or auto tiering)
and a RAID level of storage systems to use. For example, create a pool which is grouped
by RAID 10 for performance and RAID 5 in another storage pool to achieve desired
results.

e Plan to extend the capacity of the storage pool in the future

Planning the Volumes

A volume is a member of the pool. Determine the following items and fill in part 7, volume
configuration, in Table 5.

e  The volume name, the maximum length of name is 32 characters.

e The volume capacity.

e Plan the volume capacity for local clone or remote replication. Set it as RAID volume for
normal RAID volume usage or set it as backup volume for the backup target of local clone
or remote replication.
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Planning the LUNs

LUN is a unique identifier which volume maps it to differentiate among separate devices. At
the same time, there are some access controls by allowed hosts, target, LUN (logic unit
number), and read/write permission. Please fill in part 8, LUN mapping configuration, in Table
5.

e Prepare an allowed host list for access control. They are (iISCSI Qualified Name) or Fibre
Channel WWNN (World Wide Node Name). Set it as wildcard (*) for access by all hosts.

e Select an iSCSI target for iISCSI network portal. Or a FC target.

e  Support LUN from 0 to 255.

e Usually, set the volume as read-write permission. For read only purpose, set it as read-
only.

Planning the SSD Cache

Optionally, preparing for some SSDs will enhance the system performance. Please fill in part
9, SSD cache configuration, in Table 5.

e For SSD cache planning, the capacity of read cache is the sum of SSDs. But the capacity
of read-write cache is half of all SSDs because it needs RAID protection for write buffer.

Backup Configuration Planning

Backup plan is also an important job for disaster recovery. Complete the backup configuration
planning jobs on part 10, snapshot configuration, part 11, local clone configuration, and part
12, remote replication configuration.

Planning the Snapshots

To plan the snapshots, you must reserve some snapshot spaces from the pool. Normally, we
suggest reserving 20% of the volume capacity as a minimum.

e Select a volume and reserve its snapshot space.
e Plan the schedule of snapshots, determine the cycle of taken snapshots. It can be hourly,
daily, or weekly.

Planning the Local Clones

To plan the local clones, you must select a source volume and prepare a target volume which
the source clones to.

e Select a source volume and check its capacity.
e Prepare a target volume and set it as backup volume. The capacity of target volume
should be larger than the source one.
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e Plan the schedule local clones, determine the cycle of executing clone tasks. It can be
hourly, daily, or weekly.

Planning the Remote Replications

To plan the remote replications, except to select a source volume in source unit and prepare
a target volume which the source replicates to in target unit, you must prepare the information
of iSCSI port IP addresses to transfer the data. In addition, according to the network
bandwidth, determine the transfer rate at peak and off-peak hours.

e Select a source volume and check its capacity in source unit.

e Select a source iSCSI port to send the replication data.

e Prepare the information of iISCSI port IP addresses in target unit to receive the replication
data. Also prepare CHAP username and password if the target unit is enabled CHAP
authentication.

e Prepare atarget volume and set it as backup volume in target unit. The capacity of target
volume should be larger than the source one.

e Plan the schedule remote replications, determine the cycle of executing replication tasks.
It can be hourly, daily, or weekly.

o Define the off-peak hours and plan the transfer rate at peak and off-peak hours.

System Parameters

In this section, we list all of system parameters which will help you to understand and plan the
system configuration. The following table shows the maximum number of each item you can
use.

Table 6: System Parameters

iSCSI Parameters

Item Value

Maximum iSCSI target quantity per system 256

Maximum initiator address quantity per system 256

Maximum host quantity for single controller system 512

Maximum host quantity for dual controller system 1,024

Maximum iSCSI session quantity for single controller 1,024

Maximum iSCSI session quantity for dual controller 2,048

Maximum iSCSI connection quantity for single controller 4,096

Maximum iSCSI connection quantity for dual controller 8,192

Maximum CHAP accounts per system 64
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Fibre Channel Parameters
Iltem Value
Maximum host quantity for single controller 256
Maximum host quantity for dual controller 512

Expansion Unit and Disk Parameters

Item Value
Maximum expansion unit quantity in a system 10
Maximum disk quantity in a system 286

Pool Parameters (Thick Provisioning / Thin Provisioning / Auto Tiering)

Item Value

Maximum disk group quantity in a pool 32

Maximum disk drive quantity in a disk group (include

dedicated spares) 64
Maximum disk drive quantity in a pool (include dedicated 256
spares)

Maximum pool quantity per system 64
Maximum dedicated spare quantity in a pool 8

Thick Provisioning Pool Parameters

Item Value
Maximum addressable capacity of a disk group g‘gg)B (calculated by 10TB
. . . L 2,560TB (calculated by
Maximum addressable capacity of a thick provisioning pool 10TB HDD)
Maximum addressable capacity of total thick provisioning Unlimited

pools

Thin Provisioning Pool Parameters

Item Value
Maximum addressable capacity of a disk group 64TB
Maximum addressable capacity of a thin provisioning pool 256TB
Maximum addressable capacity of total thin provisioning
X L 1,024TB
pools (include auto tiering pools)
Provisioning granularity 1GB

Auto Tiering Pool Parameters

Iltem Value
Maximum tiers (include SSD, SAS HDD, NL-SAS HDD) 3
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Maximum addressable capacity of a tier (disk group) 64TB

Maximum addressable capacity of an auto tiering pool 256TB

Maximum addressable capacity of total auto tiering pools

(include thin provisioning pools) 1,02478

Provisioning granularity 1GB

Volumes Parameters

Item Value
Maximum volume quantity in a pool 96
Maximum volume quantity per system (include snapshot 4096
volumes) ’
Maximum host number per volume 16
Maximum addressable volume capacity of a thick 2,560TB (calculated by
provisioning pool 10TB HDD)
Maximum addressable volume capacity of a thin provisioning 256TB
pool
Maximum addressable volume capacity of an auto tiering 256TB

pool

LUN Parameters

Item Value

Maximum LUN quantity per system 4,096

SSD Cache Parameters

Iltem Value
Maximum SSD cache pool quantity per system (either dual 4
controller or single controller)
Maximum SSD quantity in an SSD cache pool 8
Maximum addressable capacity of an SSD cache pool 32TB

Maximum quantity of volume shared in an SSD cache pool |32

Maximum dedicated spare SSD quantity in an SSD cache
pool

Snapshot Parameters

Item Value
Maximum snapshot quantity per volume 64
Maximum volume quantity for snapshot 64
Maximum snapshot quantity per system 4,096 (64 x 64)

Local Clone Parameters

Item Value
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Maximum clone task quantity per volume (Maximum clone 1
pairs per source volume)
Maximum clone task quantity per system 64
Local Clone Parameters

Item Value
Maximum remote replication task quantity per volume 1
(Maximum remote replication pairs per source volume)
Maximum remote replication task quantity per system 32
Maximum traffic shaping quantity per system 8
Maximum iSCSI multi-path quantity in a remote replication >
task
Maximum iSCSI multiple connection quantity per remote 4
replication task path

Configuration Example
The following is an example of finished configuration worksheet just for reference.

Table 7: Configuration Worksheet Example

1. Initial Configuration

Iltem Value

System Name:
The maximum length of the system name is 32 characters. Eterio SAN
Valid characters are [ A~Z | a~z | 0~9 | -_].

Admin Password:

The maximum length of the password is 12 characters. Valid
characters are [ A~Z | a~z | 0~9 | ~!@#$%"&*_-

+=" {157 <>,. 7 1.

NTP Server:

FQDN (Fully Qualified Domain Name) or IP address of NTP | pool.ntp.org
(Network Time Protocol) server.

1234

Time Zone:

Depending on your location. (GMT +01:00) Warsaw

2. Management Port Setting

ltem Value
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Management Port IP Address on Controller 1:
IP address, subnet mask, and gateway of the management
port on controller 1.

IP:192.168.1.234
SM: 255.255.255.0
GW: 192.168.1.254

DNS Server Address:
IP address of DNS (Domain Name System) server.

8.8.8.8.

Management Port IP Address on Controller 2 (optional):
IP address, subnet mask, and gateway of the management
port on controller 2.

IP:192.168.1.235
SM: 255.255.255.0
GW: 192.168.1.254

3. Notification Setting

Item

Value

Email-from Address:
Email-from address to send event notification.

Email-from Address 1:

admin@company.com

Email-to Addresses:
Email-to addresses to receive event notification

Email-to Address 1:

userl@company.com

Email-to Address 2:

user2@company.com

Email-to Address 3:

user3@company.com

SMTP Server:
Network name or IP address of SMTP (Simple Mail Transfer
Protocol) server.

smtp.company.com

Syslog Server: (optional)
FQDN or IP address of syslog server.

syslog.company.com

SNMP Trap Addresses: (optional)
FQDNSs or IP addresses of SNMP (Simple Network
Management Protocol) trap.

Item

SNMP-Trap Address 1:

snmpl.company.com

SNMP-Trap Address 2:

snmp2.company.com

SNMP-Trap Address 3:

snmp3.company.com

4. iSCSI Port Configuration

Value

Onboard iSCSI Port IP Addresses:
IP address, subnet mask, and gateway of the iSCSI ports.
- Onboard 2 x 10GBASE-T iSCSI (RJ45) ports

Controller 1 Onboard LAN1 Onboard LAN2
IP Address 10.10.1.1 10.10.2.1

Subnet Mask 255.255.255.0 255.255.255.0
Gateway 10.10.1.254 10.10.2.254
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Controller 2 Onboard LAN1 Onboard LAN2
IP Address 10.10.3.1 10.10.4.1
Subnet Mask 255.255.255.0 255.255.255.0
Gateway 10.10.1.254 10.10.2.254
Slot 1iSCSI Port IP Addresses: (optional)
IP address, subnet mask, and gateway of the iSCSI
ports.
- 4-port 10GbE iSCSI Host Card (SFP+)
- 2-port 1GBASE-T iSCSI Host Card (RJ45)
- 4-port 1GBASE-T iSCSI Host Card (RJ45)
Controller 1 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3 Slot 1 LAN4
IP Address | 10.10.11.1
Subnet Mask| 255.255.255.0
Gateway 10.10.11.254
Controller 2 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3| Slot 1 LAN4
IP Address | 10.10.21.1
Subnet Mask| 255.255.255.0
Gateway 10.10.21.254
Slot 2 iSCSI Port IP Addresses: (optional)
IP address, subnet mask, and gateway of the iISCSI
ports.
- 4-port 10GbE iSCSI Host Card (SFP+)
- 2-port 1GBASE-T iSCSI Host Card (RJ45)
- 4-port 1GBASE-T iSCSI Host Card (RJ45)
Controller 1 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3 Slot 1 LAN4
IP Address | 10.10.31.1
Subnet Mask| 255.255.255.0
Gateway 10.10.31.254
Controller 2 Slot 1 LAN1 Slot 1 LAN2 Slot 1 LAN3 Slot 1 LAN4
IP Address | 10.10.41.1
Subnet Mask| 255.255.255.0
Gateway 10.10.41.254

Item Value
Entity Name:
The entity name is for a device or gateway that is
accessible from the network. The maximum length of | Ign.2004-08.com.eterio
the entity name is 200 characters. Valid characters
are[a~z|0~9]|-.:].
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iISNS IP Address (optional):
IP address of iISNS (Internet Storage Name Server) 10.1.1.1
server.

CHAP Username (optional):

CHAP (Challenge-Handshake Authentication
Protocol) username. The maximum length of the chapl
username is 223 characters. Valid characters are |
A~Z | a~z | 0~9 [~l@#%"&* _-+=|(0){}]:;<>.7/].

CHAP Password (optional):

CHAP password. The length of the password is
betweenl?2 to 16 characters. Valid characters are |
A~Z | a~z | 0~9 | ~1@#$%"&*_-+="|\(){}[]:;”<>,.?/ 1.

Mutual CHAP Username (optional):

Mutual CHAP username. The maximum length of the
username is 223 characters. Valid characters are [
A~Z | a~z | 0~9 | ~l@#%"&*_-+=|0){}[]:;<>.7/ ].

Mutual CHAP Password (optional):

Mutual CHAP password. The length of the password
is betweenl12 to 16 characters. Valid characters are [
A~Z | a~z | 0~9 | ~l@#P%"&*_-+="|\(){}[]:;”<>,.?/ 1.

5. Fibre Channel Port Configuration

ltem Value

Slot 1 Fibre Channel (optional):

Link speed and topology of the fibre channel ports.
Topology support: FC-AL, point-to-point (16Gb Fibre
Channel only supports Point-to-Point topology)

- 4-port 16Gb Fibre Channel Host Card (SFP+)

- 2-port 16Gb Fibre Channel Host Card (SFP+)

1234567891011

mutualchapl

1234567891011

Controller 1 Slot 1 FC1 Slot 1 FC2 Slot 1 FC3 Slot 1 FC4
Link Speed Auto
Topology Point-to-Paint
Controller 2 Slot 1 FC1 Slot 1 FC2 Slot 1 FC3 Slot 1 FC4
Link Speed Auto
Topology Point-to-Point
Item Value
Pool Type:

Thick Provisioning, Thin Provisioning, or Auto Tiering | Auto Tiering
(Thin Provisioning Enabled).

Pool Name:

The maximum length of the pool name is 16
characters. Valid characters are [ A~Z | a~z | 0~9 | -
_<>1]

PL1
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o SSD: 4x 800GB

Disks: :
Disk type, disk quantity, and the capacity SAS: 4x 1,200 GB

' ’ ' NL-SAS: 4x 10TB
RAID Level:
RAID level 0, 1, 3, 5, 6, 0+1, 10, 30, 50, 60, and N- RAID 5
way mirror RAID EE level 5EE, 6EE, 50EE, and 60EE
Raw Capacity: 48TB (800GB x4 + 1,200GB x4
Sum of disk capacity. + 10TB x 4)
Estimate Capacity: 36TB (800GB x3 + 1,200GB x3
Estimate capacity according to the RAID level. + 10TB x 3)

7. Volume Configuration

Iltem Value

Volume Name:
The maximum length of the volume name is 32

characters. Valid characters are [ A~Z |a~z | 0~9 | - VI-PLL
_<>1]

Capacity: STB
Required capacity of the volume.

volume Type: RAID Volume

RAID Volume or Backup Volume

8. LUN Mapping Configuration

Iltem Value
Protocol: .
iSCSI or FCP. ISCSI
Volume Name: V1-PL1

Select one of created volumes.

Allowed Hosts:
iISCSI IQN or Fibre Channel WWNN for access *
control. Wildcard (*) for access by all hosts.

Target:

iISCSI Target or Fibre Channel Target 0

LUN: LUN O
Support LUN (Logical Unit Number) from 0 to 255.

Permission: Read-write

Read-only or Read-write.

9. SSD Cache Configuration

ltem Value

SSD Cache Pool Name:

The maximum length of the pool name is 16
characters. Valid characters are [ A~Z | a~z | 0~9 | -
_<>1].

SCPL1
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Cache Type:
Read Cache (NRAID+) or Read-write Cache (RAID 1
or NRAID 1+).

Read Cache

I/O Type:
Database, File System, or Web Service.

Database

SSDs:
SSD quantity and the capacity.

SSD: 2x 400GB

Raw Capacity:
Sum of disk capacity.

800GB

10. Snapshot Configuration

Define the cycle of snapshots.

11. Local Clone Configuration

Item Value
Volume Name:
Select one of created volumes. Vi-PLL
Snapshot Space: 16TB
Reserved snapshot space for the volume. ’
The maximum length of the snapshot name is 32
characters. Valid characters are [ A~Z | a~z | 0~9| - | Snap-V1-PL1
<1
Schedule Snapshots (optional): Daily 00:00

Define the cycle of local clones.

12. Remote Replication Configuration

Item

Item Value
Source Volume Name:
V1-PL1
Select one of created volume for source.
Source Volume Capacity: sTB
Check the capacity of source volume.
Target Volume Name: T1-PL1
Select one of created volume for target.
Target Volume Capacity: sTB
Check the capacity of target volume.
Schedule Local Clones (optional): Daily 01:00

Value

Source Volume Name:

iISCSI port.

Select one of created volumes for source. Vi-PL1
Source Volume Capacity: sTB
Check the capacity of source volume.

Source iSCSI Port:

iISCSI port of source unit. It can be auto or dedicated | Auto
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Target iSCSI Port IP Addresses:
iISCSI port IP addresses of target unit.

Target Controller 1

Controller 2 (optional)

IP Address: 10.10.100.1

10.10.101.1

Target CHAP Username (optional):

CHAP username. The maximum length of the
username is 223 characters. Valid characters are |
A~Z | a~z | 0~9 | ~l@#%"&*_-+=|(0){}[]:;<>.7/ 1.

chap2

Target CHAP Password (optional):

CHAP password. The length of the password is
between 12 to 16 characters. Valid characters are |
A~Z | a~z | 0~9 | ~1@#P%"&*_-+="|\(){}[]:;”<>,.?/ 1.

1234567891011

Target Volume Name:
Select one of created volume for target.

RT1-PL1

Target Volume Capacity:
Check the capacity of target volume.

8TB

Schedule Remote Replications (optional):
Define the cycle of remote replications.

Daily 02:00

Traffic Shaping for Peak Hour (optional):
Limit the transfer rate at peak hour.

100MB

Traffic Shaping for Off-peak Hour (optional):
Limit the transfer rate at off-peak hour.

500MB

Off-peak Hour (optional):
Define the off-peak hours.

Mon ~ Fri PM10:00 ~ AM06:59
Sat ~ Sun AM00:00 ~PM23:59
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Getting Started

3.1.

3.2.

After completing the configuration planning, it's time to power on the system, find your system
and log into ESOS (eterio SAN Operating System). This chapter explains how to discover the
SAN storage system and how to sign into ESOS.

Power on the Storage System

Before you power on the system, we assume that you have followed the following hardware
installation document (delivered with the system) to finish the hardware installation:

e eterio SAN QIG (Quick Installation Guide)
e eterio SAN Hardware User’'s Manual

TIP:

Please double check all the cables (including power cords, Ethernet, fibre
channel, and SAS cables) are connected properly, especially network cable
connects to the management port. If everything is ready, now you can power
on the system.

Discover the SAN Storage System

The default setting for the management IP address is DHCP. For users who are going to
install at the first time, we provide the QFinder Java utility (a software made by Qsan
technology) to search for eterio products on the network and aid quick access to the login
page of the ESOS web interface.
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3.2.1. QFinder Utility

QFinder utility provides to search eterio systems on LAN. You can discover the management
IP addresses of the storage systems via this utility. Please download QFinder utility from the
following website: https://eterio.eu/sterowniki-i-oprogramowanie/

In addition, QFinder is a java-based program. It is also a highly portable utility. To execute
this program, JRE (Java Runtime Environment) is required. You can visit the following
websites to download and install JRE: http://www.java.com/en/download/

After JRE is installed, run the QFinder.jar program. The SAN storage system in your network
will be detected and listed in the table.

Function Icons Information Area
aldixt

© © ®
(Reocan  About Ext
P ® Address NI System Nams Moded Hame FTrmware Vet MALC Address » \
NU2.168.30.234 Sgmt eterio SAN MD4224S 100 1378040000
\_ »
1 aystnm lound 20101014 154204

Figure 6: QFinder Utility

Using the example in Figure 3-2, the default setting of the management port IP address is
gotten from the DHCP server, e.g., 192.168.30.234. The default system name is the model
name plus the last 6 digits of serial number, e.g., MD4224S-700605. Double clicking the
selected entry will automatically bring up the browser and display the login page.
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TIP:
QFinder utility works in the following network environments:

e Both the management port of the SAN storage system and the
management computer are both on the same subnet domain of the LAN.

e The LAN works with or without DHCP server.

o |f the LAN doesn’'t have a DHCP server, it still can work on zero-
configuration networking. The management port will be assigned a fix IP
address: 169.254.1.234/16. So, you can configure the IP address of your
management computer to the same subnet domain of the storage
system, e.g.. 169.254.1.1/16. Then open a browser and enter
http://169.254.1.234 to go into the login page. For more information about
zero configuration, please refer to: https://en.wikipedia.org/wiki/Zero-
configuration_networking

Initial Setup

The Initial configuration wizard will guide the first-time user to initialize and setup the system
quickly. After discovering the storage system, please follow the steps to complete the initial
configuration.

Default System Name

3

Welcome to| MD4224S-700605

Username: admin
Password: seee
English v \ Login J

Figure 7: Login Page of Web GUI

To access the ESOS web interface, you must enter a username and password. The initial
defaults for administrator login are:

Username: admin

Password: 1234
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TIP:

For existing users who are experienced, the Initial configuration wizard
will not be shown again when you login next time, unless the system
is Reset to Defaults. You may skip this section to start the operations
of web Ul in next chapter.

You can execute Reset to Defaults function in SYSTEM SETTINGS ->
Maintenance -> Reset to Defaults. Please refer to the chapter 6.5.5, Reset
to Factory Default section for more details.

Inital C onfigus ation
Network Setup System Name 0
Summary
New Password . eseeeses 0
Confam New Passwoed . = sessenes
Keep Cumert Tiume 200 V28 1545937

Manual Sething
& Synchronize with a NTP (Network Protocol Time) server automatic ally

NTP Server

Time Zome

Figure 8: Initial Configuration Step 1

Enter a System Name, for security reason, it's highly recommended to change system
name. The maximum length of the system name is 32 characters. Valid characters are [
A~Z|a~z|0~9]|-_1.

Change Admin Password, The maximum length of the password is 12 characters. Valid
characters are [ A~Z | a~z | 0~9 | ~l@#$%"&* -+="\O{}]:;"'<>,.?/].

Set the local Date and Time. Date and time can be set by manually or synchronized with
a NTP (Network Time Protocol) server.

Select a Time Zone depending on your location.

Click the Next button to proceed.
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el Cortgur aton

Stmmary

v 2"
BOOTE

* Staic IP Address
F Adwress
Sutnet Mask

Garedy

Aad

DNS (Doman Name Syatem) provdes 2 means to tranalote FODN (Fuly Qualfed Domaes Name) to 1P addiess. Some
NIt anon sarvcon need DNG semng
Cetar DNS sw.ef acheas aipomamc Al

* User e falowsng DRS servn addimanes

Protersed DNS Serven

Bach

Figure 9: Initial Configuration Step 2

Assign an IP address for the management port by DHCP, BOOTP, or Static IP Address.

W

INFORMATION:

DHCP: The Dynamic Host Configuration Protocol is a standardized network
protocol used on IP (Internet Protocol) networks for dynamically distributing
network configuration parameters, such as IP addresses for interfaces and
services. With DHCP, computers request IP addresses and networking
parameters automatically from a DHCP server, reducing the need for a
network administrator or a user to configure these settings manually.

BOOTP: Like DHCP, the Bootstrap Protocol is also a computer networking
protocol used in Internet Protocol networks to automatically assign an IP
address to network devices from a configuration server. While some parts of
BOOTP have been effectively superseded by the DHCP, which adds the
feature of leases, parts of BOOTP are used to provide service to the DHCP
protocol. DHCP servers also provide legacy BOOTP functionality

Assign a DNS Server Address. DNS (Domain Name System) provides a means to
translate FQDN (Fully Qualified Domain Name) to IP address. Some notification services
require DNS settings.

Click Next button to proceed.
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Initial Configuration
System Setup Sysiem Setup
Network Setup System Name eterio SAN
Summary Date and Time Synchronize with NTP
Time Zone (GMT +01:00) Warsaw

Network Setup

Management Port Type Static

IP Address 192.168.1.234
Subnet Mask 2552552550
Gateway 192.168.1.254

DNS Server Address

DNS Server 8888

Please click Finish button to take effect, and then login as new [P address of management port and new admin password

| Back i Finish |

Figure 10: Initial Configuration Step 3

Verify all items, and then click the Finish button to complete the initial configuration. You
have to login with the new IP address of the management port and new admin password
next time.
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4. ESOS User Interface

This chapter illustrates the web user interface of ESOS and provides a brief introduction to
the ESOS 4.0 desktop function menus.

4.1. Accessing the Management Web GUI

To access the management web user interface, open a supported web browser and enter the
management IP address or Hostname of the system. The login panel is displayed, as shown
in Figure 11.

Welcome to MD4224S-700605

Username: admin
Password: sssessse
English v :7 Lo'gfn l

Figure 11: Login Page of Web GUI
To access the web user interface, you must enter a username and password.

e Username: admin
e Password: <Your Password>

TIP:
Supported web browsers:
- Google Chrome 45 or later.

- Mozilla Firefox 45 or later.
- Microsoft Internet Explorer 10 or later.
- Apple Safari 8 or later
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ESOS 4.0 Desktop Panel

When the password has been verified, the home page is displayed. As shown in Figure 12,
the ESOS 4.0 desktop panel has three main sections:

e Function Menus and Submenus

e Function Tabs

e Main Working Area

Function Tabs Main Workina Area

et

tem Information

System Name eterio SAN

Model Name. MD4224S

Backplane ID Qw316

System Serial Number 'MD18112100001700605

4.0.0 (build 201811241900)

System Controller Status Dual Controller, Active-Active

System Health Good

Evsot Logs

Function
Menus & Submenus

Figure 12: ESOS 4.0 Desktop Panel

All function menus are listed at the left side of the window. They are grouping by function icon
and uppercase letter such as DASHBOARD, SYSTEM SETTINGS ...etc. The following is the
second level function submenus such as General Settings, Management Port ...etc. This
provides an efficient and quick mechanism for navigation.

Click a second level function submenu will appear the related user interface in main working
area. Some function submenus have their sub fuctions and display at the top of function tabs.
You may see all functions in Table 8.

The top-right corner displays a Logout button.

TIP:

For security reasons, always logout when you finish working in ESOS
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The following table shows all function menus and their function tabs for reference.

Table 8: ESOS 4.0 Function Menus

Symbol

Function Menus

DASHBOARD

Function Tabs

Dashboard

Dashboard

Hardware Monitoring

Hardware Monitoring

SYSTEM SETTING

General Settings

General Settings

Management Port

Management Port

Power Settings

Boot Management | Cache to Flash | UPS

Notifications

Email | Alert | SNMP

Maintenance

System Information | Update | Firmware
Synchronization | System Identification |
Reset to Defaults | Configuration Backup |
Volume Restoration | Reboot and Shutdown

General Settings

Authentication Key | SEDs

HOST CONNECTIVITY

Overview

Overview

iSCSI Ports

iISCSI Ports | iISCSI Settings | iISCSI Targets
| CHAP Accounts | Active Sessions

Fibre Channel Ports

Fibre Channel Ports

STORAGE MANAGEMENT

Disks Disks | Disk Settings
“;j Pools Pools | Auto Tiering
b Volumes Volumes
LUN Mappings LUN Mappings
SSD Cache SSD Cache Pools | SSD Cache Statistics
DATA BACKUP
@ Snapshots Snapshots

Remote Replications

Remote Replications

VIRTUALIZATION

@ VMware VMware
Microsoft Hyper-V
Citrix Citrix
MONITORING
Log Center Event Logs
- Enclosures Hardware Monitoring | SES
Performance Disk | Volume | iSCSI | Fibre Channel

The following describes a brief introduction of desktop function menus.
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Dashboard Menu

The DASHBOARD menu provides access to function menus of Dashboard and Hardware
Monitoring.

Dashboard

Select Dashboard function menu provides summary of the overall system. For more
information, please refer to the chapter 5.1, Dashboard section in the Dashboard chapter.

Hardware Monitoring

Select Hardware Monitoring function menu provides summary enclosure information. For
more information, please refer to the chapter 5.2, Hardware Monitoring section in the
Dashboard chapter.

System Settings Menu

The SYSTEM SETTINGS menu provides access to function menus of General, Management
Port, Power, Notification, and Maintenance.

General Settings

Select General Settings function menu to setup general system settings. For more
information, please refer to the chapter 6.1, General System Settings section in the System
Settings chapter.

Management Port

Select Management Port function menu to setup IP address and DNS settings of
management port. For more information, please refer to the chapter 6.2, Management Port
Settings section in the System Settings chapter.

Power Settings

Select Power Settings function menu to setup boot management which includes auto
shutdown, wake on LAN, and wake on SAS ...etc., view the status of cache to flash, and
setup UPS for power outage. For more information, please refer to the chapter 6.3, Power
Settings section in the System Settings chapter.
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Notifications

Select Notifications function menu to setup notification settings of email, syslog, popup alert,
LCM alert, and SNMP trap. For more information, please refer to the chapter 6.4, Notification
Settings section in the System Settings chapter.

Maintenance

Select Maintenance function menu to view system information, update system firmware and
check firmware synchronization, system identification, reset to system defaults, import and
export configuration files, restore volumes if an accidental delete occurs, reboot and
shutdown. For more information, please refer to the chapter 6.5, Maintenance section in the
System Settings chapter.

Disk Encryption

Select Disk Encryption function menu to setup the authentication key and configure SEDs.
For more information, please refer to the chapter 14, SED and ISE Support chapter.

Host Configuration Menu

The HOST CONFIGURATION menu provides access to function menus of Overview, iSCSI
Port, and Fibre Channel Ports which is visible when fibre channel host cards are installed.

Overview

Select Overview function menu to view all host connectivity which includes status and
settings of all host cards. For more information, please refer to the chapter 7.2, Host
Connectivity Overview section in the Host Configuration chapter.

iSCSI Ports

Select iSCSI Ports function menu to setup iISCSI port settings, including iSCSI port IP
address, link aggregation, VLAN ID, jumbo frame, iSNS server, iSCSI targets, CHAP
accounts, and view iSCSI active sessions. For more information, please refer to the chapter
7.3, Configure for iISCSI Connectivity section in the Host Configuration chapter.

Fibre Channel Ports

Select Fibre Channel function menu to setup fibre channel port settings, including link speed,
topology, target configuration, and clear counters of fibre channel statistics. For more
information, please refer to the chapter 7.4, Configure for Fibre Channel Connectivity section
in the Host Configuration chapter.
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Storage Management Menu

The STORAGE MANAGEMENT menu provides access to function menus of Disks, Pools,
Volumes, and Mappings.

Disks

Select Disks function menu to view status of disk drives and S.M.A.R.T. (Self-Monitoring
Analysis and Reporting Technology) information. For more information, please refer to the
chapter 8.3, Working with Disk Drives section in the Storage Management chapter.

Pools

Select Pools function menu to configure storage pools. For more information, please refer to
the chapter 8.4, Configuring Thick Provisioning Pools section in the Storage Management
chapter, chapter 9.3, Configuring Thin Provisioning Pools section in the Thin Provisioning
chapter, chapter 11.3, Configuring Auto Tiering Pools section in the Auto Tiering chapter.

Volumes

Select Volumes function menu to configure volumes and manage clone tasks. For more
information, please refer to the chapter 8.5, Configuring Volumes section in the Storage
Management chapter and the chapter 12.2, Managing Local Clones section in the Data
Backup chapter.

LUN Mappings

Select LUN Mappings function menu to configure LUN mappings. For more information,
please refer to the chapter 8.6, Configuring LUN Mappings section in the Storage
Management chapter.

SSD Cache

Select SSD Cache function menu to configure SSD cache pools. For more information, please
refer to the chapter 10.3, Configuring SSD Cache section in SSD Cache chapter.
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Data Backup Menu

The DATA BACKUP menu provides access to function menus of Snapshots and
Replications.

Snapshots

Select Snapshots function menu to manage snapshots, including setting up snapshot space,
taking snapshots, rollback to snapshot, and scheduling snapshots. For more information,
please refer to the chapter 12.1, Managing Snapshots section in the Data Backup chapter.

Replications

Select Replications function menu to manage remote replications, including setup replication
tasks, schedule replication tasks, configure shaping settings. For more information, please
refer to the chapter 12.3, Managing Remote Replications section in the Data Backup chapter.

Virtualization Menu

The VIRTUALIZATION menu provides access to function menus of VMware, Microsoft, and
Citrix.

VMware

Provide information of supported VMware integration of storage, such as VAAI (VMware
vSphere Storage APIs for Array Integration).

Microsoft

Provide information of supported Microsoft Windows feature of storage, such as ODX
(Offloaded Data Transfer).

Citrix

Provide information of Citrix XenServer platform and its compatible version.
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Monitoring Menu

The MONITORING menu provides access to function menus of Log Center, Enclosure, and
Performance.

Log Center

Select Log Center function menu to view event logs, download event logs, or clear event
logs. Also, mute buzzer if system happens alerts. For more information, please refer to the
chapter 13.1, Log Center section in the Monitoring chapter.

Enclosures

Select Enclosures function menu to view hardware monitor status and enable SES (SCSI
Enclosure Services). For more information, please refer to the chapter 13.2, Hardware
Monitor section in the Monitoring chapter.

Performance

Select Performance function menu to view system performance. For more information,
please refer to the chapter 13.3, Performance Monitor section in the Monitoring chapter.

Accessing the Management USB LCM

Optionally, we provide a portable USB LCM (LCD Control Module) for simple management.
To access the management USB LCM, plug it into the USB port of the right ear in the front
panel.

v ENT ESC MUTE

Y
ol ———]

Figure 13: Portable USB LCM

INFORMATION:

u For the USB port in front panel, please refer to the chapter 2, System
Components Overview in the eterio SAN MD Hardware User’'s Manual.
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After plugging the USB LCM into the system, the LCD screen shows the management port IP
address and the system model name.

192.168.1.234
Eterio SAN MD4224S

Figure 14: USB LCM Screen

To access the LCM options, use the ENT (Enter) button, ESC (Escape) button, A (up) and
V¥ (down) to scroll through the functions. MUTE button to mute the buzzer when the system
alarms. If there are event logs occurred, events will be displayed on the first line of the LCM.

TIP
g The event alert settings can be changed, please refer to the chapter 6.4.2,
Alert Settings section in the System Settings chapter.

This table describes the function of each item.

Table 9: USB LCM Function List

Function Description

Display system information including firmware version and memory

System Info. .
size

Reset/Shutdown | Reset or shutdown the system.

View IP Setting Display current IP address, subnet mask, and gateway.

Set IP address, subnet mask, and gateway. There are three options
of DHCP, BOOTP, or static IP address.

Enc. Show the enclosure data of disk drive temperature, fan status, and
Management power supply status.

Change IP Config

Reset to Default Reset the system to default settings. The default settings are:

¢ Reset Management Port IP address to DHCP, and then fix IP
address: 169.254.1.234/16.

e Reset admin’s Password to 1234.

¢ Reset System Name to model name plus the last 6 digits of
serial number. For example: MD4224S-700605.

e Reset IP addresses of all iISCSI Ports to 192.168.1.1,
192.168.2.1, ... etc.

e Reset link speed of all Fibre Channel Ports to Automatic.

e Clear all access control settings of the host connectivity.
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INFORMATION:

DHCP: The Dynamic Host Configuration Protocol is a standardized network
protocol used on IP (Internet Protocol) networks for dynamically distributing
network configuration parameters, such as IP addresses for interfaces and
services. With DHCP, computers request IP addresses and networking
parameters automatically from a DHCP server, reducing the need for a
network administrator or a user to configure these settings manually.

BOOTP: Like DHCP, the Bootstrap Protocol is also a computer networking
protocol used in Internet Protocol networks to automatically assign an IP
address to network devices from a configuration server. While some parts of
BOOTP have been effectively superseded by the DHCP, which adds the
feature of leases, parts of BOOTP are used to provide service to the DHCP
protocol. DHCP servers also provide legacy BOOTP functionality.
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This table displays the LCM menu hierarchy for your reference when you operate USB LCM.

Table 10: USB LCM Menu Hierarchy

Menu L1 L2 L3 L4
Firmware Version
<n.n.n>
RAM Size <nnnn>
System Info. MB
“Yes No”
Reset “Yes No”
Reset /
Shutdown
Shutdown “Yes No”
IP Config <Static IP /
DHCP / BOOTP>
IP Address
<192.168.001.234>
View IP Setting
IP Subnet Mask
<255.255.255.0>
IP Gateway
XXX XXX XXX XXX>
<IP Addr> eterio
<Model> A v DHCP
BOOTP
IP Address Ag(JjUSt P
Change IP address
Config ;
IP Subnet Mask ﬁ‘)dJUSt Submask
Static IP :
IP Gateway ﬁ)djust Gateway
Apply IP Setting | “*Yes No~
. Local Slot <n>:
Phy. Disk Temp. <nn> (C)
Enc. Coolin Local FAN<n>:
Management 9 <nnnnn> RPM
Power Supol Local PSU<n>:;
pply <status>
Reset to Default | “Yes No”
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5. Dashboard

The DASHBOARD function menu provides submenus of Dashboard and Hardware
Monitoring. These pages may help user to quickly view the basic information and system
health.

5.1. Dashboard

Select the Dashboard function submenu to show summary of overall system. It's divided into
four blocks in the main working area. There are system information, storage view,
performance, and event logs.

n DASHBOARD Dashboard

Dashboard

. System Information
Hardware Monitoring v

Figure 15: Dashboard Function Submenu

Segart Lbumation futane

ltem Information
® Sl St Ao 0SS

System Name eterio SAN
Model Name MD4224S

— Sackpane D iddnd

System Serial Number MD18112100001700605
D224 Fimware Version 4.0.0 (build 201811241900)
System Controller Status Dual Controller, Active-Active
System Health Good
- - =
e e St L
SO T T — [T ST P W S — T Tew e
z - ETHY Whisr — —
T PR Veras dab N "t mIsey
Ol 3 gt 1 - Lovia = R ‘ ey g
- — — — - - - Lol o L ™ O R e Bl L
Py . - [ pe———
L J 2 - - - o " > oee et
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Figure 16: Dashboard
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System Information

The system information block displays the basic information of the system. In addition, clicking
More... will pop up a window for more details.

System Information

Item Information

eterio SAN
Model Name MD4224S
Backplane ID Qw316

System Name

MD4224S

System Serial Number

MD18112100001700605

Firmware Version

4.0.0 (build 201811241900)

System Controller Status

Dual Controller, Active-Active

System Health Good

More.
Figure 17: System Information Block in the Dashboard

This table shows the column descriptions.

Table 11: System Information Block Descriptions

Column Name Description

The status of system availability:

e Dual Controller, Active/Active: Dual controllers and expansion
units are in normal stage.

e Dual Controller degraded: In dual controller mode, one controller
or one of expansion unit fails or they have been plugged out.

System Availability Please replace or insert a good controller.

Status e Dual Controller, Lockdown: In dual controller mode, the
configurations of two controllers are different, including the
memory capacity, host cards, and controller firmware version.
Please check the hardware configurations of two controllers or
execute firmware synchronization.

e Single Controller: Single controller mode.

The status of system health:

Good: The system is good.

Fan Fault: A fan module has failed or is no longer connected.

PSU Fault: A power supply has failed or is no longer connected.

Temperature Fault: Temperature is abnormal.

Voltage Fault: Voltage values are out of range.

UPS Fault: UPS connection has failed.

System Health

Clicking More... will pop up a window of system information details.
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System Information

System
Item Information
System Name eterio SAN
Model Name MD4224S
System Serial Number MD18112100001700605

System Controller Status

Dual Controller, Active-Active

Master Controller Controller 1

Controiler 1
ltem Information
Controller Serial Number 50013780080A0440

CPU

Memory

Intel(R) Xeon(R) Processor D-1500 4 Cores
8GB

Host Card Siot 1 Empty
Host Card Slot 2 Empty
Firmware Version 1.0.0
SAS |0C Firmware Version 15.00.00.00
SAS Expander Firmware Version 1000
Controller 2
ltem Information
Controller Serial Number 50013780080A0380

CPU

Memory

Host Card Slot 1
Host Card Slot 2

Intel(R) Xeon(R) Processor D-1500 8 Cores
3GB

Empty
Empty

(oo

Figure 18: System Information Window

Click the Close button to exit the window.
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The storage view block displays the basic information of storage. In addition, clicking pool
column will pop up a window for more details.

Storage View

Disks = Pools ' Volumes ' LUNs Snapshots = Local Clones | Remote Replications

16 2 2

1 0 0 0

Click a pool name to show more information.

Pool Name Health Total Percentage Used
Pool-1 Good 36478 [ |
Pool-2 Good 10.92 7B | |

Figure 19: System View Block in the Dashboard

The top table displays sum of disks, pools, volumes, LUN mappings, snapshots, clones, and
remote replications in system. The following table displays all created pools and its basic

information.

Table 12: Storage View Block Descriptions

Column Name Description

Name Pool name.
The health of the pool:
e Good: The pool is good.
Health e Failed: The pool is failed.
o : The pool is not healthy and not completed. The
reason could be lack of disk(s) or have failed disk.
Total Total capacity of the pool.

Percentage Used

Mouse over the Blue block will display the percentage of used. And
the Gray block will display the percentage of available.
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Click any one of the pool names such as Pool-1 in Figure 5-4 will pop up the detailed pool
information.

Pool Information
Pool Name: Pool-2

Voiumes

Name  Health Capacity Snapshot Space  Snapshots

Vol-2 | Optimal 100.00GB | OMB/OMB 0

Disk Groups

No. | Status & Health Total . Free Tier Level . Disk Used | Location (Enclosure ID:Slot)
1 Online | Good 10.92 7B 10.92 7B NL-SAS | 3 0:13, 0:14, 0:15

Disks

Enclosure ID | Slot = Status = Health = Capacity = Disk Type Manufacturer | Model

0 13 Online = Good | 546TB | NL-SAS HDD 12.0Gbls = SEAGATE STE000NMO034
0 ' 14 | Online Good | 546TB | NL-SAS HDD 12.0Gbls SEAGATE | STG000NMO034
0 15 Online  Good @ 546TB = NL-SASHDD 12.0Gbis = SEAGATE STE000NMOD034

Figure 20: Pool Information Popup Window
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This table shows the column descriptions.

Table 13: Volume Column Descriptions

Column Name Description

Name Volume name.
The health of the volume:
e Optimal: The volume is working well and there is no failed disk in
the RG
e Failed: the pool disk of the VD has single or multiple failed disks
Health than its RAID level can recover from data loss.
o At least one disk from the RG of the Volume is failed
or plugged out.
o the volume has experienced recoverable read
errors After passing parity check, the health will become
Optimal.
Capacity Total capacity of the volume.
Used Used capacity of the volume.
Used % Used percentage of the volume.
Used snapshot space / Total snapshot space. The first capacity is
Snapshot space current used snapshot space, and the second capacity is reserved
total snapshot space.
Snapshots The quantity of snapshot of the volume.

Table 14: Disk Group Column Descriptions

Column Name Description

No The number of disk group.
The status of the disk group:
e Online: The disk group is online.
o The disk group is offline.
Status o The disk group is being rebuilt.
o The disk group is being migrated.
o The disk group is being relocated.
o The disk group is being RAID EE rebuilt.
The health of the disk group:
e Good: The disk group is good.
Health e Failed: The disk group is failed.
o : The disk group is not healthy and not completed. The
reason could be missing or have failed disks.
Total Total capacity of the disk group
Free Free capacity of the disk group.
Disks Used The quantity of disk drives in the disk group.
Location Disk location represents in Enclosure ID: Slot.
Snapshots The quantity of snapshot of the volume.
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Table 15: Disk Column Descriptions

Column Name Description

Enclosure ID The enclosure ID.
Slot The position of the disk drive.
The status of the disk drive:
Online: The disk drive is online.
e Missing: The disk drive is missing in the pool.
° The disk drive is being rebuilt.
° The disk drive is being migrated or is replaced
by another disk when rebuilding occurs.

The disk drive is being scrubbed.

The disk drive has been checked the disk

Status

health.
o The disk drive is being copied back
The health of the disk drive:
e Good: The disk drive is good.
Health e Failed: The disk drive is failed.
o S.M.A.R.T. Error alert
° The disk drive has unrecoverable read errors.
Capacity Total capacity of the disk drive
The type of the disk drive:
Disk Type e [SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD]
o [12.0Gb/s | 6.0Gb/s | 3.0Gh/s | 1.5Gb/s]
Manufacturer The manufacturer of the disk drive.
Model The model name of disk drive.

Click the Close button to exit the window.

Performance

The performance block displays the system throughput or system IOPS of all front-end ports
for reference.

Performance
® System Throughput ) System IOPS

25 25
20 20

' 1

| h
15 [ i 15

E I i boreld borva | .} Rl A s ' i b

10 HCREY T { {0 _ M b ks 10

D7 Al TR

| |
< [Nl Al j i 1 B T =
il | | 1 A S A Lad g (b
L ;:"“ g .! {17 [ AP0 I DS y l l‘
I R R i o U2 kkk il i
o 0
| RS 4.68 MBps B RX: 4.66 MBps

Figure 21: Performance Block in the Dashboard
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When selecting System Throughput:

e TX: Green line is transmitting throughput performance data. Unit of measure is MBps
(Mega Byte Per Second).

° Amber line is receiving throughput performance data. Unit of measure is MBps
(Mega Byte Per Second).

When selecting System IOPS:

e |OPS: Green line is total IOPS (Input/Output Per Second). Unit is the number of times.

Event Logs

The event log block displays the recent 5 event logs. In addition, clicking More... will link to
Event Logs function tab of Log Center function submenu to view complete event logs.

Event Logs
Type Time Content
Information Sun. 18 Sep 2016 11:09:30 [CTR1] Virtual disk Vol-1" has started initialization.
Information Sun. 18 Sep 2016 11:09:30 [CTR1] Virtual disk Vol-1' finished erasing process.
Information Sun. 18 Sep 2016 11:09:30 [CTR1] Virtual disk Vol-1" started erasing process.
Information Sun. 18 Sep 2016 11:09:30 [CTR1] Virtual disk Vol-1' has been created.
Information Sun, 18 Sep 2016 11:09:07 [CTR1] RAID group 'Pool-1" has been created

More..

Figure 22: Event Logs in the Dashboard

TIP:

The displaying types of the event logs are the same as the event level filter
in Event Logs, please refer to the chapter 13.3, Log Center section in the
Monitoring chapter.
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5.2. Hardware Monitoring

Select the Hardware Monitoring function submenu to show summary status of all
enclosures. There is current voltage, temperature, status of fan module, and power supply. In
addition, clicking More... will pop up a window for more details.

a DASHBOARD Hardware Monitoring

Dashboard Head Unit
Hardware Monitoring

Figure 23: Hardware Monitoring Function Submenu

Head Unst
System
Item Information
- Enclosure ID 0
— System Serial Number MD18112100001700605
System Name eterio SAN
MD4224 Model Name MD4224S
Backplane ID Qw316
System Health Good

fAem
"ower Supply

Fan Module

Powes Module Good
Flash Module Good

Figure 24: Hardware Monitoring
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There are many voltage and temperature sensors on the controller and backplane. If the
statuses of every sensor are Good, the information in this page displays Good. On the other
hand, if anyone is not good, it will display Failed. So, you may click More... to see details on
what component has a fault.

Clicking More... of every enclosure will pop up a window of enclosure status in detail.
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Figure 25: Head Unit Popup Window

Click the Close button to exit the window.
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System Settings

6.1.

This chapter describes the details of system settings. The SYSTEM SETTINGS function
menu provides submenus of General Settings, Management Port, Power Settings,
Notification, Maintenance, and Disk Encryption.

General System Settings

Select the General Settings function submenu to show the information of system name, date
and time, and login related settings. The system name, administrator's password, user’s
password, date and time, and the login options can be changed as required.

General Settings

SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 26: General Function Submenu

g TIP:
Mouse over the icon @ can get online help.
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System Name

System Name: eterio SAN_ESOS

Admin Password
¥ Change Admin Password
Current Password: sussasnn
New Password:

LA AL L L)

Confirm New Password:

SBcasser

User Password

Ll Change User Password

Date and Time

¥ Change Date and Time
Current Time: 2017/6/22 16:30:24 \

Time Zone: (GMT+01:00) Warsaw

Setup Date and Time Manually
AL 2017 ¥ / 6 ¥ [.22 %

16 Y 20 ¥ : 18 »

® NTP
NTP Server: 0.pocl.ntp.org
Login Qptions
Auto Logout; Disabled
Login Lock: Disabled

[ ooy |

Figure 27: General Settings
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Options of System Settings

The options available in this tab:

System Name: Change the system name, highlight the old name and type in a new one.
Maximum length of the system name is 32 characters. Valid characters are [ A~Z | a~z |
0~9|-_1

Change Admin Password: Check it to change administrator password. The maximum
length of the password is 12 alphanumeric characters. Valid characters are [ A~Z | a~z |
0~9 | ~l@#$%"&*_-+="\O{}]:;""<>,.?/ .

Change User Password: Check it to change user password. The maximum length of
the password is 12 alphanumeric characters. Valid characters are [ A~Z | a~z | 0~9 |
~1@#$%N&*_-+="\O{}]:;"'<>,.?2/ .

Date and Time: Check Change Date and Time button and change the current date, time
and time zone as required. Date and time can be set by manually or synchronized from
a NTP (Network Time Protocol) server.

Auto Logout: When the auto logout option is enabled, you will be logged out of the admin
interface after the time specified. There are Disabled (default), 5 minutes, 30 minutes,
and 1-hour options.

Login Lock: When the login lock is enabled, the system allows only one user to login to
the web Ul at a time. There are Disabled (default) and Enabled options.

When finished, click the Apply button to take effect.

Management Port Settings

Select the Management Port function submenu to show the information of the management
ports. MAC address is displayed for reference and it is used on wake-on-LAN feature. IP
address, DNS server, and service ports can be modified according to the management
purpose.

SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 28: Management Port Function Submenu
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¥ Enable Dual Management Ports &

Show Information for: Controller 1 ¥ |
Controller 1

MAC Address | Controfler 2 |
MAC Address: 00:13:78:04:00:00

IP Address
") DHCP

"BOOTP

® Static IP Address

IP Address: 192.168.1.234
Subnet Mask: 255.255.255.0
Gateway: 192.168.1:254

DNS Server Address

Address: 5.8.8.8

Service Ports
W Enable HTTP Service
HTTP Port: 80 (Default Port . 80)
¥ Enable HTTPS Service
HTTPS Port: 443 {Default Port : 443)
¥ Enable 3SH Service
SSH Port: 22 {Default Port : 22)

[ ooy |

Figure 29: Management Port settings

Options of Management Port Settings
The options available in this tab:

e Enable Dual Management Ports: This is for dual controller models. When the setting is
enabled, both management ports of the controllers have their own IP addresses and MAC
addresses, and both are active. If the setting is disabled, only the management port of
the master controller is active, the other one is on standby. Both controller management
ports share the same IP address and MAC address. The management port fails over to
the slave controller when the master controller goes offline, either planned or unplanned.
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INFORMATION:

For deployment of management ports, please refer to the chapter 4
Deployment Types and Cabling in the eterio SAN MD Hardware User’s
Manual.

MAC Address: Display the MAC address of the management port.
IP Address: The option can change IP address for remote administration usage. There
are three options for DHCP, BOOTP, or Static IP Address.

INFORMATION:

DHCP: The Dynamic Host Configuration Protocol is a standardized network
protocol used on IP (Internet Protocol) networks for dynamically distributing
network configuration parameters, such as IP addresses for interfaces and
services. With DHCP, computers request IP addresses and networking
parameters automatically from a DHCP server, reducing the need for a
network administrator or a user to configure these settings manually.

BOOTP: Like DHCP, the Bootstrap Protocol is also a computer networking
protocol used in Internet Protocol networks to automatically assign an IP
address to network devices from a configuration server. While some parts of
BOOTP have been effectively superseded by the DHCP, which adds the
feature of leases, parts of BOOTP are used to provide service to the DHCP
protocol. DHCP servers also provide legacy BOOTP functionality.

DNS Server Address: DNS (Domain Name System) provides a means to translate FQDN
(Fully Qualified Domain Name) to IP address. Some natification services need DNS
setting. Enter an IP address of DNS server here.

Service Ports: Uncheck to disable the service ports of HTTP, HTTPS, and SSH. If the
default port numbers of the service ports are not allowed on your network environment,
they can be changed here.

When finished, click the Apply button to take effect.
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6.3. Power Settings

The Power Settings function submenu provides Boot Management, Cache to Flash, and
UPS function tabs to show information and configuration setup.

GO ELEL TG Cache to Flash  UPS

SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 30: Power Settings Function Submenu

6.3.1. Boot Management Settings

Select the Boot Management function tab in the Power Settings function submenu to enable
or disable options about boot.

| Enable Auto Shutdown €

If auto shutdown is enabled, the system will shutdown automatically when voltage and temperature are over critical levels.
¢! Enable Wake-on-LAN

If Wake-on-LAN is enabled, the system will accept a magic packet from management port to power on the system.
¥ Enable Wake-cn-SAS

If Wake-on-SAS is enabled. and connect the expansion unit(s) with the proprietary Wake-on-SAS expansicn cable(s). the ¢

| Acty |

Figure 31: Boot Management Settings

Options of Boot Management Settings
The options available in this tab:

e Enable Auto Shutdown: Check to enable auto shutdown. If enabling the setting, the
system will shut down automatically when the internal power levels or temperature are
not within normal levels.
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TIP

Q For better protection and to avoid a single short period of abnormal voltage
or temperature, enabling the setting could trigger an automatic shutdown.
This is done using several sensors placed on key systems that the system
checks every 30 seconds for present voltages or temperatures. The
following items are trigger conditions. The value of voltage or temperature is
lower than Low Critical or higher than High Critical. When one of these
sensors reports above the threshold for three contiguous minutes, the
system will be shutdown automatically. For more information about critical
values, please refer to the chapter 13.2.1, Hardware Monitoring section in
the Monitoring chapter.

e Enable Wake-on-LAN: Check to enable wake-on-LAN, the system will accept a magic
packet from management port to power on the system.

TIP

Q To execute wake-on-LAN function, MAC address of management port is
needed. For the information of MAC address, please refer to the chapter 6.2,
Management Port Settings page.

o Enable Wake-on-SAS: Check to enable wake-on-SAS. If Wake-on-SAS is enabled and
connect the eterio SAN JBOD expansion unit(s) with the proprietary Wake-on-SAS
expansion cable(s), the eterio SAN JBOD will power on or shutdown in conjunction with
the head unit.

INFORMATION:

u For deployment of the head unit and expansion units, please refer to the
chapter 4, Deployment Types and Cabling in the eterio SAN MD Hardware
User’s Manual.

CAUTION:

Wake-on-SAS feature required genuine eterio proprietary expansion cables
connected between the head unit and expansion units. Please contact local
sales for this accessory.

When finished, click the Apply button to take effect.
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6.3.2. Cache to Flash Status
Select the Cache to Flash function tab in the Power function submenu to show information

of power module and flash module for cache to flash protection. Power module indicates BBM
(Battery Backup Module) or SCM (Super Capacitor Module).

INFORMATION:

0 For hardware information about power module and flash module, please
refer to the chapter 2.7.2, Features of the Cache-to-Flash Module section in
the eterio SAN MD Hardware User’s Manual.

Power Module

ltem Information

Status Good

Type BBM

Power Level 100%

Temperature +32.0(C)
Flash Module

ftem Information

Status Good

Figure 32: Cache to Flash

These tables show the column descriptions.

Table 16: Power Module Column Descriptions

Column Name Description

The status of power module:

e Good: The power module is good.
Status e Failed: The power module is failure.

e Absent: The power module is absent.

o The power module is charging
The type of power module:

Type o BBM (Battery Backup Module)

e SCM (Super Capacitor Module)

Power Level The power level of the module.

Power Level The temperature of the power module.
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Table 17: Flash Module Column Descriptions

Column Name Description

The status of flash module:

e Good: The flash module is good.

Failed: The flash module is failure.

Absent: The flash module is absent.
The flash module is detecting

Status

6.3.3. UPS Settings and Status

Select the UPS function tab in the Power function submenu to enable UPS (Uninterruptible
Power Supply) settings and watch the UPS status.

INFORMATION:

0 For deployment of UPS, please refer to the chapter 3, Installing the System
Hardware in the eterio SAN MD Hardware User’'s Manual.

UPS Status

UPS Status .

UPS Battery Level 58.00%

UPS Manufacturer CYBERPOWER
UPS Model PR750LCD

UPS Settings
¥ Enable UPS Support

Communication Type SNMP v
Shutdown Battery Level : 80 Y %
SNMP IP Address 192.168.123,123

SNMP Version SNMP v3 v
Usemame snmp1 L1

¥ Use Authenication
Authentication Protocol MBS v
Authentication Password sesanens (1]
¥ Use Privacy
Privacy Protocol DES

Privacy Password wasesnan (7]

|
LAY
Figure 33: UPS Status and Settings
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This table shows the column descriptions.

Table 18: UPS Column Descriptions

Column Name Description

The status of UPS:
On-line: The UPS is good.

The UPS is on battery
Low Battery: The voltage of the battery is low.
High Battery: The voltage of the battery is high.
Replace Battery: The battery needs to be replaced.
Charging: The battery is charging

The battery is discharging
Bypass Mode: The power circuit bypasses the UPS battery, so
no battery protection is available. It may happen to check if the
UPS operates properly during a power loss. Or the UPS is
offline for maintenance.
Off-Line: UPS is offline and is not supplying power to the load.
e Overloaded: UPS is overloaded. You plugged more
equipment’s into the UPS than it was designed to handle.

e Forced Shutdown: Forced shutdown the UPS.
UPS Battery Level | The battery level of the UPS
UPS Manufacturer | The manufacturer of the UPS.
UPS Model The model of the UPS.

UPS Status

Options of UPS Settings
The options available in this tab:

e Enable UPS Support: Check to enable UPS supported. Now we support network UPS
via SNMP, Serial UPS with COM port, and USB UPS.

e Communication Type: Now we support network UPS via SNMP, Serial UPS with COM
port, and USB UPS.

e Shutdown battery Level: If the power is shortage, the system will execute shutdown
process when reaching the UPS battery level.

If Communication Type selects SNMP:

e SNMP IP Address: Enter the IP address of the network UPS via SNMP.

e SNMP Version: Select SNMP supported versions: vl1, v2c, or v3. Please enter
community if select SNMP v1 or v2c. If select SNMP v3, it needs more options for
authentication. Please enter a username, check to use authentication if necessary, select
an authentication protocol and enter an authentication password, check to use privacy if
necessary, the privacy protocol supports DES, and enter a privacy password.

If Communication Type selects Serial:

e UPS Manufacturer: Select the UPS manufacture.
e UPS Model: Select the UPS model.

When finished, click the Apply button to take effect.
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INFORMATION:

0 Authentication Protocol:

e MDS5: The MD5 algorithm is a widely used hash function producing a
128-bit hash value. It can still be used as a checksum to verify data
integrity, but only against unintentional corruption

e  SHA: SHA (Secure Hash Algorithm) is a cryptographic hash function
which is a mathematical operation run on digital data; by comparing the
computed "hash" (the output from execution of the algorithm) to a
known and expected hash value, a person can determine the data's
integrity

Privacy Protocol:

e DES: The DES (Data Encryption Standard) is a symmetric-key
algorithm for the encryption of electronic data

6.4. Notification Settings

The Notifications function submenu provides Email, Alert and SNMP function tabs to show
information and configuration setup.

Alet  SNMP

@ SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance

Disk Encryption
Figure 34: Notifications Function Submenu

6.4.1. Email Settings

Select the Email function tab in the Notifications function submenu to be used to enter up to
three email addresses for receiving the event notifications.
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SMTP Settings
SMTP Server: smtp.company.com 0
SMTP Port: 25
Email-from Address: admin®company.com o
¥ Authentication Required
User Name: admin O
Password: sannases &
Secure Connection: s Y
Subject Prefix: [SAN] o
Email Notification Settings
Email-to Address 1: useri@company.com 0
Information ¥ Warning ¥ Error
Emall-to Address 2: user2@company.com i )
I Information ¥ Warning ¥ Error
Email-to Address 3: user3@eompany.com O

Information ¥ Warning ¥ Error
‘ Send Test Email & Apply H Reset to Default

Figure 35: Email Settings

Options of SMTP Settings
The options available in this tab:

e SMTP Server: Enter the IP address or FQDN (Fully Qualified Domain Name) of SMTP
server to deliver the notification mails.

e SMTP Port: Default is port 25. You can change the SMTP port here.

e Email-from Address: Enter the sender email address.

e Authentication Required: Some email servers require authentication for SMTP relay.
Check to enable authentication and enter the User Name and Password.

e Secure Connection: Using SSL (Secure Sockets Layer) or TLS (Transport Layer
Security) for secure connection.

e Subject Prefix: The input string will be appended to the front of the email subject.

Options of Email Notification Settings
The options available in this tab:

e Email-to-Address: Enter the email address for receiving the event notifications. You can
also select which levels of event logs which you would like to receive. The default setting
only includes Warning and Error event logs.
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TIP:

Please make sure the IP address of DNS server is well-setup in
Management Port tab. So, the event notification emails can be sent
successfully. Please refer to the Management Port Settings section for more
details.

When finished, click the Send Test Email & Apply button to take effect. Or click the Reset
to Default button to reset settings.

6.4.2. Alert Settings

Select the Alert function tab in the Notifications function submenu to be used to setup alerts
via the Syslog protocol, the pop-up alerts and alerts on the front display. The device buzzer
is also managed here.

Sydog Server Settings )

Host Address or Name: 192.168.122.123
UDP Port: 14
Fadlity:
Information @ Warning ¥ Error
Admin Interface and LCM Alerts )
Admin Interface Popup Alerts: Information Warning Error
Show Alerts on LCM: Information @ Warning ¥ Error

Dwace Buzzer ©
Enable Buzzer: v

Apaly |

Figure 36: Alert Settings

Options of Alert Settings
The options available in this tab:

e Syslog Server Settings: Fill in the host address and the facility for syslog service. The
default UDP port is 514. You can also check the alert levels here. Most LINUX/UNIX
systems built in syslog daemon.

e Admin Interface and LCM Alerts: You can check or uncheck the alert levels which you
would like to have pop-up message in the Web Ul and show on LCM.

e Device Buzzer: Check it to enable the device buzzer. Uncheck it to disable device
buzzer.

When finished, click the Apply button to tack effect.
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TIP:
The device buzzer features are listed below:

e  The buzzer alarms 1 second when system boots up successfully.

e The buzzer alarms continuously when there is error occurred. The
alarm will be stopped after error resolved or be muted.

e  The alarm will be muted automatically when the error is resolved. For
example, when a RAID 5 pool is degraded and alarm rings immediately,
user replaces one disk drive for rebuild. When the rebuild process is
done, the alarm will be muted automatically

6.4.3. SNMP Settings

Select the SNMP function tab in the Notifications function submenu to be used to setup
SNMP (Simple Network Management Protocol) traps for alerting with event logs and setup
SNMP server settings for client monitoring.

SNMP Trap
Enable SNMP (Simple Network Management Protocol) trap to send system event logs to SNMP trap agent

¥ Enable SNMP Trap
SNMP Trap Port 162 (5]  (Default Port : 162}

Information ' Warning ' Error
SNMP Trap Address 1: 192.168.123.123
SNMP Trap Address 2;
SNMP Trap Address 3:

SNMP Server

SNMP Version; SNMP v3 b
Username user1 (1]
Authentication Protecol MDS ¥
Authentication Password:  sssssses 0]

¥ Use Privacy

Privacy Protocol DES »
Privacy Password sesanune ® O
| Apply |

SNMP MIB Files
Downlaod SNMP MIB File: | Download |

Download {SCSI MIB File: | Download |

Figure 37: SNMP Settings
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Options of SNMP Trap Settings

The options available in this tab:

e Enable SNMP Trap: Check to enable SNMP trap to send system event logs to SNMP
trap agent. The default SNMP trap port is 162. You can check or uncheck the alert levels
which you would like to receive. And then fill in up to three SNMP trap addresses for
receiving the event notifications.

Options of SNMP Server Settings
The options are available on this tab:

e SNMP Version: Select SNMP supported versions: v1/ v2, or v3. If select SNMP v3, it
needs more options for authentication. Please enter a username, select an authentication
protocol and enter an authentication password, check to use privacy if necessary, select
a privacy protocol, and enter a privacy password.

When finished, click the Apply button to take effect.

INFORMATION:

u Authentication Protocol:

e MD5: The MD5 algorithm is a widely used hash function producing a
128-bit hash value. It can still be used as a checksum to verify data
integrity, but only against unintentional corruption

e  SHA: SHA (Secure Hash Algorithm) is a cryptographic hash function
which is a mathematical operation run on digital data; by comparing the
computed "hash" (the output from execution of the algorithm) to a
known and expected hash value, a person can determine the data's
integrity

Privacy Protocol:

e DES: The DES (Data Encryption Standard) is a symmetric-key
algorithm for the encryption of electronic data

Options of SNMP MIB Files
The options available in this tab:

e Download SNMP MIB File: Click Download button to save the SNMP MIB file which
can be imported to the SNMP client tool to get system information. You can view fan,
voltage, and system status via SNMP MIB.
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e Download iSCSI MIB File: Click Download button to save the iSCSI MIB file which can
be imported to the SNMP client tool to get network information. You can view iSCSI traffic
via iSCSI MIB.

6.5. Maintenance

The Maintenance function submenu provides System Information, Upgrade, Firmware
Synchronization (This option is only visible when dual controllers is installed.), System.

Identification, Reset to Defaults, Configuration Backup, Volume Restoration, and
Reboot / Shutdown function tabs. The Volume Restoration function will be described in the
Volume Restoration section in the Advanced Volume Administration chapter, the others are
described in the following sections.

ISR GL ORI Update  Firmware Synchronization  System Identification

Reset to Defauits  Configuration Backup  Volume Restoration  Reboot / Shutdown

SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 38: Maintenance Function Submenu

6.5.1. System Information

Select the System Information function tab in the Maintenance function submenu to display
all system information.
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System

Item Information

System Name eterio SAN

Model Name MD4224S

System Serial Number MD18112100001700605

System Controller Status

Dual Controller, Active-Active

Master Controller Controller 1

Controller 1
ltem Information
Controller Serial Number 50013780080A0440

CPU Intel(R) Xeon(R) Processor D-1500 4 Cores
Memory 8 GB
Host Card Slot 1 Empty
Host Card Slot 2 Empty
Firmware Version 1.2.0
SAS |10C Firmware Version 07.00.01.00
SAS Expander Firmware Version 1000
Coentroiler 2
: rltrerr‘n lhformétibn
 Controller Serial Number | 50013780080A0380

CPU Intel(R) Xeon(R) Processor D-1500 4 Cores
Memory 8 GB
Haost Card Slot 1 Empty
Host Card Slot 2 Empty
Firmware Version 1.20
SAS 10C Firmware Version 07.00.01.00
SAS Expander Firmware Version 1000
Backplane
tem “Information
Backplane Serial Number 001378040000
Backplane ID QW3186
MCU Version 120
Licenses
'lt-em ' ] Information
SSD Cache Enabled
Auto Tiering Enabled
| Download Service Package |

Figure 39: System Information
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This table shows the descriptions.

Table 19: Status in System Information Column Descriptions

Column Name Description

The status of system availability:

o Dual Controller, Active/Active: Dual controllers and expansion
units are in normal stage.

e Dual Controller degraded: In dual controller mode, one
controller or one of expansion unit fails, or they have been

System Availability plugged out. Please replace or insert a good controller.

Status e Dual Controller, Lockdown: In dual controller mode, the
configurations of two controllers are different, including the
memory capacity, host cards, and controller firmware version.
Please check the hardware configurations of two controllers or
execute firmware synchronization.

¢ Single Controller: Single controller mode.

Options of System Information
The options available in this tab:

e Download Service Package: Click button to download system information for service.

CAUTION:

If you try to increase the system memory and running in dual controller mode,
please make sure both controllers have the same DIMM on each
corresponding memory slot. Failing to do so will result in controller
malfunction, which will not be covered by warranty.

6.5.2. Firmware Update

Select the Update function tab in the Maintenance function submenu to be used to update
controller firmware, expansion unit firmware, change operation mode, and active licenses.

TIP:

Before upgrading, we recommend you export your system configurations
first in the Configuration Backup function tab. Please refer to the
Configuration Backup section for more details
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Head Unit Firmware Update
Model Name; MD4224S

Firmware Version: 4.0.0.

Select the firmware file for the update: | Choose File |
| Apply |

Expansion Unit Firmware Update

Select an Expansion Unit: L4
Firmware Version:

Select the firmware file for the update: | Choose File | No file chosen
‘ Apply \

Change Operation Mode

Select an Operation Mode: Dual Controller ¥

[t |

Figure 40: Firmware Update

Options of Firmware Update
The options available in this tab:

e Head Unit Firmware Update: Please prepare new controller firmware file named
“xxxx.bin” in local hard drive, click the Choose File button to select the firmware file. Then
Click the Apply button, it will pop up a warning message, click the OK button to start
upgrading the firmware.

When upgrading, there is a progress bar running. After finished upgrading, the system must
reboot manually to make the new firmware take effect.
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TIP:

Firmware update can be done without downtime if the MPIO configuration is
well-configured between the connected host / server and both controllers. A
firmware update process will update both controllers at the same time. After
finished updating, you must reboot the system.

A system reboot will reboot the master controller first. At this point, the slave
controller will take over all tasks (and becomes a new master controller).
After the original master controller finishes the booting process (the original
master controller is slave controller at this moment), the new master
controller (the original slave controller) will reboot automatically, and so on
for the original master controller to take over the tasks, once the original
slave controller finishes the booting process, the firmware update procedure
is completed.

Expansion Unit Firmware Update: To upgrade expansion unit firmware, first select an
expansion unit. Then other steps are the same as the head unit firmware update. After
finished upgrading, the expansion unit must reboot manually to make the new firmware
take effect. This is not valid for third-party systems.

Change the Operation Mode: This option can be modified to operate in dual-controller
or single-controller mode here. If the system installed only one controller, switch this
mode to Single Controller, and then click the Apply button. After changing the operation
mode, the system must reboot manually to take effect.

SSD Cache License

Download Request License file and send to your local sales to get a License Key.

Select the license file to enable SSD Cache: \ ‘Choose File | No file chosen

‘ Apply ‘ ‘ Reguest License I

Auto Tiering License

Download Request License file and send to your local sales to get a License Key.

Select the license file to enable Auto Tiering: i"Choose File ‘ No file chosen

! Apply ‘ ‘ Request License

Figure 41: Enable Licenses
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e SSD Cache License: This option enables SSD cache. Download Request License file
and send to your local sales to obtain a License Key. After getting the license key, click
Choose File button to select it, and then click the Apply button to enable. Each license
key is unique and dedicated to a specific system. If you have already enabled, this option
will be invisible. After enabling the license, the system must reboot manually to take
effect.

e Auto Tiering License: This option enables auto tiering. The operation is the same as
SSD cache.

TIP:

After enabling the licenses, the functions cannot be disabled, and these
license options will be hidden.

6.5.3. Firmware Synchronization

Select the Firmware Synchronization function tab in the Maintenance function submenu to
be used on dual controller systems to synchronize the controller firmware versions when the
firmware of the master controller and the slave controller are different. The firmware of slave
controller is always changed to match the firmware of the master controller. It doesn’t matter
if the firmware version of slave controller is newer or older than that of the master. Normally,
the firmware versions in both controllers are the same.

The firmware versions are the same between the two controllers.

Figure 42: Both Firmware Versions are Synchronized

If the firmware versions between two controllers are different, it will display the warning
message. Click the Apply button to synchronize and force a reboot.

TIP:

This tab is only visible when the dual controllers are installed. A single
controller system does not have this option.
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System ldentification

Select the System Identification function tab in the Maintenance function submenu to turn
on or turn off the UID (Unique Identifier) LED control mechanism. The system UID LED helps
users to easily identify the system location within the rack.

When the UID LEDs are turn off, click the OK button to turn on the UID LEDs which are light
blue color, located on the right panel of front view and both controllers of rear view.

System Identification

Turn on the UID (Unique Identifier) LEDs. l OK ‘

Figure 43: Turn on the UID (Unique Identifier) LED

When the UID LEDs are steady on, click the OK button to turn off the UID LEDs.

INFORMATION:

0 For the front and rear view about the UID LEDs, please refer to chapter 2,
System Components Overview in the eterio SAN MD Hardware User’s
Manual.

Reset to Factory Defaults

Select the Reset to Defaults function tab in the Maintenance function submenu to allow
users to reset the system configurations back to the factory default settings and clean all
configurations of the expansion enclosure ID.
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Reset to Factory Default

Click the Reset button to clear all user-entered configurations and reset the system to factory default. If the
following item is checked, it will also clear all volume restoration records, It is irreversible, the system won't be
able to restore the recorded RAID configuration if it fails while there is no record. Please carefully consider
before making this reset.

! Clear all volume restoration records

! Reset ’

Clean Expansion Enclosure ID

Click the Clean button to clean all configurations of the expansion enclosure ID.

Figure 44: Reset to Defaults

Options of Resets to Factory Defaults
The options available in this tab:

o Reset to Defaults: Click the Reset button to progress reset to defaults and force a
reboot. The default settings are:
o Reset Management Port IP address to DHCP, and then fix IP address:
169.254.1.234/16.
o Reset admin’s Password to 1234.
o Reset System Name to model name plus the last 6 digits of serial number. For
example: MD4224S-700605.
o Reset |IP addresses of all iSCSI Ports to 192.168.1.1, 192.168.2.1, ... etc.
o Reset link speed of all Fibre Channel Ports to Automatic.
o Clear all access control settings of the host connectivity.
o Clear all volume restoration records: Check to clear all volume restoration records.

CAUTION:

Process the Reset to Defaults function will force a reboot. To clear all volume
restoration records is irreversible. The system won't be able to restore the
recorded RAID configuration if it fails while there is no record. Please
carefully consider before making this reset.

e Clean Expansion Enclosure ID: Click the Clean button to clean all configurations of
expansion enclosure ID. A clean will cause the system shutdown, and then you must start
manually.
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INFORMATION:

u The eterio SAN JBOD features the seven-segment LED display for users to
easily identify a specific eterio SAN JBOD. The enclosure ID is assigned by
head unit (eterio SAN MD-Series) automatically. The seven - segment LED
display supports up to ten eterio SAN JBOD, and the numbering rule will
start from 1 to A. For dual controller models, both controllers will display the
same enclosure ID. After the eterio SAN JBOD had been assigned the
enclosure ID, head unit will assign the same enclosure ID when the system
reboots or goes shutdown.

CAUTION:
Process the Clean Expansion Enclosure ID function will force the system

shutdown to clean all configurations of expansion enclosure ID.

6.5.6. Configuration Backup

Select the Configuration Backup function tab in the Maintenance function submenu to be
used to either save system configuration (export) or apply a saved configuration (import).

Export

Export Mode: System v

Export File: CONFIG-42241.-D40000-20170627-135559.csv
Apply |

Import

Import File: | Choose File | No file chosen

l Apply :

Figure 45: Configuration Backup
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While the volume configuration settings are available for exporting, to prevent conflicts and
overwriting existing data, they cannot be imported.

Options of Configuration Backup
The options available in this tab:

e Import: Import all system configurations excluding volume configuration.
e Export: Export all configurations to a file.

CAUTION:

The Import option will import all system configurations excluding volume
configuration. The current system configurations will be replaced.

Reboot and Shutdown

Select the Reboot / Shutdown tab in the Maintenance function submenu to be used to
reboot or shutdown the system. Before powering off the system, it is highly recommended to
execute Shutdown function to flush all data from memory cache into the disk drives. The step
is important for data protection.

Figure 46: Reboot and Shutdown

The Reboot function has three options; reboot both controllers, controller 1 only or controller
2 only.

Reboot

®Both Controller 1 and Controller 2
_Controller 1
(Controller 2

o] (ower

Figure 47: Reboot Options
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Disk Encryption

The Disk Encryption function submenu provides Authentication, and SEDs function tabs.
SED (Self-Encrypting Drive) support will be described in the chapter 14, SED and ISE Support
chapter.

Authentication Key

Py SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 48: Disk Encryption Function Submenu
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Host Configuration

7.1.

7.1.1.

This chapter describes host protocol concepts and the details of host configuration. The
HOST CONFIGURATION function menu provides submenus of Overview, iSCSI Ports, and
Fibre Channel Ports.

TIP
g The Fibre Channel Ports function menu will appear only when the system
has a fibre channel host card installed.

Host Protocol Technology

This section describes the host protocol technology of iSCSI (Internet SCSI) and fibre
channel.

ISCSI Technology

iISCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer System
Interface) commands and data in TCP/IP packets for linking storage devices with servers over
common |IP infrastructures. iSCSI provides high performance SANs over standard IP
networks like LAN, WAN or the Internet.

IP SANs are true SANs (Storage Area Networks) which allow several servers to attach to an
infinite number of storage volumes by using iSCSI over TCP/IP networks. IP SANs can scale
the storage capacity with any type and brand of storage system. In addition, it can be used by
any type of network (Ethernet, Fast Ethernet, Gigabit Ethernet, and 10 Gigabit Ethernet) and
combination of operating systems (Microsoft Windows, Linux, Solaris, Mac, etc.) within the
SAN network. IP-SANs also include mechanisms for security, data replication, multi-path and
high availability.

Storage protocols, such as iSCSI, have “two ends” in the connection. These ends are initiator
and target. In iISCSI, we call them iSCSl initiator and iISCSI target. The iSCSI initiator requests
or initiates any iISCSI communication. It requests all SCSI operations like read or write. An
initiator is usually located on the host side (either an iISCSI HBA or iSCSI SW initiator).
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The target is the storage device itself or an appliance which controls and serves volumes. The
target is the device which performs SCSI command or bridge to an attached storage device.

Each iSCSI node, that is, an initiator or target, has a unique IQN (iSCSI Qualified Name). The
IQN is formed according to the rules that were adopted for Internet nodes. The IQNs can be
abbreviated by using a descriptive name, which is known as an alias. An alias can be assigned
to an initiator or a target.

Table 20: iSCSI Parameters

Item Value

Maximum iSCSI target quantity per system 256
Maximum initiator address quantity per system 256
Maximum host quantity for single controller system 512
Maximum host quantity for dual controller system 1,024
Maximum iSCSI session quantity for single controller 1,024
Maximum iSCSI session quantity for dual controller 2,048
Maximum iSCSI connection quantity for single controller 4,096
Maximum iSCSI connection quantity for dual controller 8,192
Maximum CHAP accounts per system 64

Fibre Channel Technology

Fibre channel is an extremely fast system interface. It was initially developed for use primarily
in the supercomputing field but has become the standard connection type for SAN in
enterprise storage.

The target is the storage device itself or an appliance which controls and serves volumes or
virtual volumes. The target is the device which performs SCSI commands or bridges to an
attached storage device.

Fibre Channel is the traditional method used for data center storage connectivity. The eterio
SAN supports fibre channel connectivity at speeds of 4, 8, and 16 Gbps. Fibre Channel
Protocol is used to encapsulate SCSI commands over the fibre channel network. Each device
on the network has a unique 64-bit WWPN (World Wide Port Name).

Table 21: Fibre Channel Parameters

Maximum host quantity for single controller 256
Maximum host quantity for dual controller 512
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Host Connectivity Overview

eterio SAN provides different type of host connectivity according to the system configuration,
it could be base system or host cards installed system. The base system has two 10GbE
iISCSI ports onboard per controller. The host cards are installed the same type on both
controllers. Currently host card has three types, 1GbE iSCSI (RJ45), 10GbE iSCSI (SFP+),
and 16Gb FC (SFP+), for selection according to system infrastructure.

Select Overview function submenu to display all the host connectivity in system. The status
and information of all host ports are listed.

& HOST CONNECTIMITY
" Overview
iISCSI Ports
Fibre Channel Ports

Figure 49: Overview Function Submenu

The following is an example to show onboard 10GbE LAN port, 1GbE iSCSI host card at slot
2 and 16Gb FC host cards at slot 1.

Controlter 1

".Loc at‘ivon ) Name [ “Sta‘u‘.:s _ [ MAC AddresleWbN
Onboard LANT (10Gb) Down 00:13:78:1:88.02
Onboard LANZ (10Gb) Down D0:13:78:1.88:03
Slot2 LANT (1Gb) 1 Gbis 00:13:78:.88:04
Slot2 LAN2 (1Gb) 1 Gbis D0:13:78:11.88.05
Slot2 LAN3 (1Gb) 1 Gbis 00 13:78:ff:88:06
Slot2 LAN4 (1Gb) 1 Gbis D0:13:78.f1.88:07
Slot1 FC1 (16Gb) 16Gh/s 2100001378FF 8300
Slot1 FC2 (16Gb) 16Gb/s 2200001378FF3800
Slot1 FC3 (16Gb) 16Gb/s 2300001378FF8800
Slot1 FC4 (16Gb) 16Gb/s 2400001378FF 8200

Figure 50: Controller 1: Host Port Overview
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Controller 2
Locahon ] Name [ Status | MAC Address:WWEN
Onboard  LAN1(10Gb) | Down 0013786880c

Onboard LAN2 (10Gb) Down 00:13:78:f.88:0d

Slot2 LANT (1Gb) 1 Gb/s D0:13: 78/ 88.0e

Slot2 LANZ (1Gb) 1 Gb/s 00:13.78:f.88:0f

Slot2 LAN3 (1Gb) 1 Gb/s D0:13:78.f:88:10

Slot2 LAN4 (1Gb) 1 Gb/s D0:13.78:/.88:11

Slot1 FC1(16Gb) 16Gb/s 2900001378FFB800

Slot1 FC2 (16Gb) 16Gb/s 2A00001378FF8800

Slot1 FC3 (16Gb) 16Gh/s 2BO00D1378FFR800

Slot1 FC4 (16Gb) 16Gh/s 2C00001378FF8800

Figure 51: Controller 2: Host Port Overview

The columns display information of Location, Name, Status, and MAC address for iSCSI or
WWPN (World Wide Port Name) for fibre channel.

D INFORMATION:
” Fibre Channel / iISCSI Host Card at Slot 1:

e HQ-16F4S2: 4 x 16Gb FC (SFP+) ports

e HQ-16F2S2: 2 x 16Gb FC (SFP+) ports

e HQ-10G4S2: 4 x 10GbE iSCSI (SFP+) ports

e HQ-10G2T: 2 x 10GBASE-T iSCSI (RJ45) ports
e HQ-01GAT: 4 x 1GBASE-T iSCSI (RJ45) ports

iISCSI Host Card at Slot 2 (20Gb bandwidth):

e HQ-16F2S2: 2 x 16Gb FC (SFP+) ports

e HQ-10G4S2, 4 x 10GbE iSCSI (SFP+) ports

e HQ-10G2T: 2 x 10GBASE-T iSCSI (RJ45) ports
e HQ-01G4T, 4 x 1GBASE-T iSCSI (RJ45) ports

INFORMATION:

0 For hardware information about host cards, please refer to the chapter 3.3,
Installing the Optional Host Cards section in the eterio SAN MD Hardware
User’'s Manual.
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CAUTION:
e If you change the configuration of the host cards including insert or remove

them, it must execute Reset to Defaults function in SYSTEM SETTINGS >
Maintenance - Reset to Defaults. Before that, you can keep the system
configurations by export and import the configuration file in SYSTEM
SETTINGS = Maintenance = Configuration Backup. Please refer to the
chapter 6.5.5, Reset to Factory Default section and the chapter 6.5.5,
Configuration Backup section for more details.

Configure iSCSI Connectivity

The iSCSI Ports provides iSCSI Ports, iSCSI Settings, iSCSI Targets, CHAP Accounts,
and Sessions function tabs to configure iISCSI ports.

tes AR iSCSI Settings  iISCSI Targets CHAP Accounts  Sessions

@ HOST CONNECTIMITY
Overview
iISCSI Ports
Fibre Channel Ports

Figure 52: iISCSI Ports Function Submenu

Configure iSCSI Ports

Select the iISCSI Ports function submenu to show information of iISCSI ports where they are
located (onboard or host cards). The iSCSI port properties can be configured by clicking the
functions button ¥ to the left side of the specific iSCSI port.

The columns display information of Location, Name, Status, LAG (Link Aggregation), VLAN
ID (Virtual LAN ID), IP address, Gateway IP address, Jumbo Frame status, and MAC
address.

Set IP Address

Click ¥ -> Set IP Address which can assign an iSCSI IP address of the iSCSI data port.
There are two options: Use DHCP to acquire an IP address automatically or specify a Static
IP Address to set the IP address manually.
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Controlier 1
| Location  Name | Status  LAG  VLANID IPAddress  Gateway  JumboFrame = MAC Addwess
¥ | B!bOer LANT (10Gb) T')aan NA N/A ] 192.168.1 17 192 1681 2:_-‘-*["““” —Eﬂ 78 ;&3 m
v Onboard ~ LAN2 (10Gb)  Down NA NA 19296321 1921682254  Disabled 001378 FE800
¥ |  Slot2 LANT (1Gb) 1Gbils NA NA 192.163.100 1 Disabled 0013787 B2.04
¥ | | Slee2 LAN2(1Gh) 1Gb's NA  NA 192 168 10012 Disabled 00 13797 88.05
Y | Shr2 LAN3(1Gb) 1Gbs NA NA 192 963.100.13 Disabled 00 13 78:783.06
| ¥ Slot2 LANS (1Gb) 1G's NA  NA 192 168.100 14 Disabled 001378 % 83.07
Controfler 2
| Location i Name | Status } LAG | VLAN ID ] IP Address ] Gateway j Jumbo Frame 1 MAC Address
¥ | Onboard LAN! (10Gb} Down NA N/A 19263 111 192 166 11 254  Dhsabled 0G 1378 88 Oc
v Onboard  LAN2 (10Gb) Down NA  NA 192 163121 192168 12354  Disabled 001378 .38 0d
¥ | Slo2 LANT (1GD) 1Gbis  NA NA 192 963 100.1 Disabled 00:13.78-¥.88 De
v | Siet2 LAN2 (1Gb) 1Gb's NA NA 192 163 100 22 Disabled 0013.78 £.88 0
Y | Sio2 LANZ (1Gh) 1Gbs NA NA 192 463.100 23 Disabiad 00 13278 88 10
B2 Sloe2 LANS (1Gb) 1Gbis NA NA 192 968 100 24 Disabled 01378 a8

Figure 53: List iSCSI Ports

INFORMATION:

DHCP: The Dynamic Host Configuration Protocol is a standardized network
protocol used on IP (Internet Protocol) networks for dynamically distributing
network configuration parameters, such as IP addresses for interfaces and
services. With DHCP, computers request IP addresses and networking
parameters automatically from a DHCP server, reducing the need for a
network administrator or a user to configure these settings manually.

Set IP Address

You can select DHCP' to acquire an IP address automatically or
select ‘Static’ to specify an IP address manually.

DHCP

Static IP Address

IP Address:

Subnet Mask:

Gateway:

192.168.1.1

255.255.255.0

192.168.1.254

Figure 54: iSCSI IP Address Settings

Page 109 from 350



eterio

data works

Set Link Aggregation

Click ¥ -> Set Link Aggregation, the default mode of each iSCSI data port is connected
without any bonding. Two bonding methods, Trunking and LACP (Link Aggregation Control
Protocol), can be selected. At least two iSCSI data ports must be checked for iSCSI link

aggregation.

Set Link Aggregation

Select the network interfaces that you would like to bond together

Bonding Method: ® Trunking < tace @
1P Address: 192.168.1.1

Subnet Mask: 255.255.255.0

Gateway: 192.168.1.254

Network Setup:

J Onboard-LAN1 (10Gb)
| Onboard-LAN2 (10Gb)

(o [care

Figure 55: Set Link Aggregation

U

INFORMATION:

Trunking: Sometimes called “Port Trunking” configures multiple iSCSI
ports to be grouped together into one to increase the connection speed
beyond the limit of a single iISCSI port.

LACP: The Link Aggregation Control Protocol is part of IEEE 802.3ad that
allows bonding several physical ports together to form a single logical
channel. LACP allows a network switch to negotiate an automatic bundle by
sending LACP packets to the peer. LACP can increase bandwidth usage
and automatically perform failover when the link status fails on a port.

Set VLAN ID

Click ¥ -> Set VLAN ID, VLAN (Virtual LAN) is a logical grouping mechanism implemented
on switch device. VLANSs are collections of switching ports that comprise a single broadcast
domain. It allows network traffic to transfer more efficiently within these logical subgroups.
Please consult your network switch user manual for VLAN setting instructions. Most of the
work is done at the switch. Please make sure that your VLAN ID of iSCSI port matches that
of switch port. If your network environment supports VLAN, you can use this function to
change the configurations. Fill in VLAN ID and Priority settings to enable VLAN.
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Set VLAN ID
: VLAN ID range
VLAN ID: 2 (2-4094)
Priority: 0 Priority range (0 ~ 7)
\ OK ' ' Cancel J

Figure 56: Set VLAN ID

INFORMATION:

0 VLAN ID: VLAN ID is a number range from 2 to 4094. Three numbers (0, 1,
and 4095) are reserved for special purposes.

Priority: The PCP (Priority Code Point) is a number-ranges from 0 to 7 and
reserved for QoS (Quality of Service). The definition is compliant with IEEE
802.1p protocol and 0 is the default value. In normal cases, you don't need
to set this value.

Set Default Gateway

Click ¥ -> Set Default Gateway to set the gateway of the IP address as default gateway.
There can be only one default gateway.

Remove Default Gateway

To remove the default gateway, click ¥ -> Remove Default Gateway.

Set Jumbo Frames

Click ¥ -> Set Jumbo Frames to set the MTU (Maximum Transmission Unit) size. The jumbo
frame size could be set as 4000 or 9000 bytes. Jumbo Frame is disabled by default.

Set Jumbo Frame

Jumbo Frame: Disabled v
9000
4000
Disabled

eIz

Figure 57: Set Jumbo Frame
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CAUTION:
If the VLAN ID or jumbo frames are set, the related switching hub and HBA
on host must be set, too. Otherwise, the LAN connection cannot work

properly.

Ping Host

Click ¥ -> Ping Host, it can verify the port connection from a target to the corresponding host
data port. Input the host’s IP address and click Start button. The system will display the ping
result. Click Stop button will stop ping activity.

Please input the host's IP address:
192,168,100.12 | Stat || Stop |

{Reply from 192.168.10@.12: time<lms
|Reply from 192.168.100.12: time<lms
|Reply from 192.168.10@.12: time<lms
|Reply from 192.168.100.12: time<lms

Figure 58: Ping Host

Reset Port

Click ¥ -> Reset Port, which is generally used to recover from a port malfunction.

7.3.2. Configure iSCSI Settings

Select the iSCSI Settings function tab in the iSCSI Ports function submenu to provide to
setup entity name of the system and iSNS (Internet Storage Name Service) server. The entity
name is default in IQN (iSCSI Qualified Name) format and could be modified for management
purpose. The iSNS IP is used by iSNS protocol for automated discovery, management and
configuration of iSCSI devices on a TCP/IP network. To use iSNS, an iSNS server must be
added to the SAN. The iSNS server IP address must be added to the storage system for
iISCSI initiator service to send queries.
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Entity Name
Entity Name: ©

The entity name is for a device or gateway that is accessible from the network.

ISNS IP Address
iSNS IP Address:
The iSNS protocol allows automated discovery, management, and configuration of iSCSI devices on a network.

Figure 59: Entity Name and iSNS Settings

Options of iSCSI Settings
The options available in this tab:

e Entity Name: Change the entity name; highlight the old name and type in a new one.
The maximum length of entity name is 200 characters. Valid characters are [ a~z | 0~9 |
-0 ]

e iSNS IP Address: The option can change iSNS IP address for internet storage name
service.

When finished, click the Apply button to effect changes.

INFORMATION:

” iSNS: The iSNS protocol allows automated discovery, management, and
configuration of iISCSI devices on a network.

Configure iISCSI Targets

Select the iISCSI Targets function tab in the iSCSI Ports function submenu to show the iSCSI
target information for iISCSI initiator. The iISCSI target properties can be configured by clicking
the functions button V¥ to the left side of the specific ISCSI target.

Change Authentication Mode

Click ¥ -> Authentication Method to enable CHAP (Challenge Handshake Authentication
Protocol) and mutual CHAP authentication method used in point-to-point for user login. CHAP
is a type of authentication in which the authentication server sends the client a key to be used
for encrypting the username and password. It enables the username and password to transmit
in an encrypted form for protection.
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In addition, mutual CHAP is a two-way authentication between the iSCSI target and the
initiator. User must enter another username and password which are set in the initiator side.

Controlier 1

firt cprev 11203145162/ 8(/9]10| pext> last>>

D Auth | TargetName

ign.2018-08.co m.eterio :M D4224S-000d40000:dev0.ctrl

[y | 1 None  ign.2018-08.com eterio:M D4224S-000d40000:devictrl
¥y |2 Nene  ign.2018-08.com eterio:M D4224S-000d40000:dev2.ctrl
w1 3 None  ign.2018-08.com.eterio:M D42245-000d40000:dev3.ctrl
i» v I 4 None  ign.2018-08.com.eterio:M D4224S-000d40000:dev4.ctrl
b 5 None  ign.2018-08.com eterio:M D4224S-000d40000:dev5.ctrl
J‘A v @ 6 None  ign.2018-08.com.eterio :M D4224S-000d40000:dev6.ctrl
Ly |7 Nene  ign.2018-08.com eterio:M D4224S-000d40000:dev7.ctrl
Ly || 8 None  ign.2018-08.com eterio:M D4224S-000d40000:dev8.ctrl
| v 9 None  ign.2018-08.com eterio:M D4224S-000d40000:dev9.ctrl

vi2/3/4)86|2/8/|9

10 | pext> last>>

Figure 60: iISCSI Targets

Change Authentication Method
Target .

# Enable cHar @

target. It alfows multiple selection.

CHAP Username : chapl A

chap2

. Mutuat cHar @

Figure 61: Authentication Method
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Here is an example of changing the authentication method.

e Check Enable CHAP to enable CHAP authentication.

e Select the CHAP usernames that you would like to have access to this target. CHAP
users can be more than one, but it must be at least one CHAP to enable on the target.

e If necessary, check Mutual CHAP to enable mutual CHAP authentication.

e Enter Username of mutual CHAP user. The maximum length of the username is 223
characters. Valid characters are [ A~Z | a~z | 0~9 | ~1@#%"&*_-+=|(){}]:;<>.7/ ].

e Enter Password (mutual CHAP secret). The length of the password is between 12 to 16
characters. Valid characters are [ A~Z | a~z | 0~9 | ~1@#3$%"&* -+="|\(){}[]:;"’<>,.?/ ].

e Click the OK button to change the authentication method.

TIP

g A CHAP account must be added before you can use this authentication
method. Please refer to the chapter 7.3.4, Configure iSCSI CHAP Accounts
section to create an account.

After enabling the CHAP authentication mode, the host initiator should be
set with the same CHAP account. Otherwise, the host cannot connect to the
volume.

Change Target Name

Click ¥ -> Change Target Name to change iSCSI target name if necessary. The maximum
length of the target name is 223 characters. Valid characters are [a~z | 0~9 | -.: ].

Change Target Name

To change iISCSI Target Name, enter the name below and click the OK button.

Target Name: (7]

‘ET Cancel I

Figure 62: Change Target Name

Change Network Portal

Click ¥ -> Change Network Portal, and then select the network ports that you would like to
be available for this iISCSI target.
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Change Network Portal

Select the network ports that you would like to be available for this iISCSI target.

Available On: ¥1192.168.1.1 ( Onboard LAN1 )
#192.168.2.1 ( Onboard LAN2 )

@ Cancel

Figure 63: Change Network Portal

Change Alias

Click ¥ -> Change Alias to add or change the alias name. To remove an alias, clear out the
current name. The maximum length of the alias name is 223 characters. Valid characters are
[a~z|0~9|-.:]

Change Allas
To add or change the alias name, enter the name below and press OK. To remove an alias, clear out the
current name and press OK

Allas Name: allas-0 o

| OK H Cancel

Figure 64: Change Alias

Configure iISCSI CHAP Accounts

Select the CHAP Accounts function tab in the iSCSI Ports function submenu to manage the
CHAP accounts on the system.

Create a CHAP user
Here is an example of creating a CHAP user.

e Select the CHAP Account function tab of the iSCSI Ports function submenu, click the
Create CHAP User button.
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Create CHAP User

Enter the required information below to create a new CHAP user If you would like this
CHAP user to have access to more than one target, then you can use the control key
(Windows and Linux) or the command key (Mac) to select multiple targets

Username: chigp) 1]
Password: = sssssssesses o
Confirm Password: sesssssnnans

Targets: 0

[ QK .| Cancel. |

Figure 65: Create a CHAP User

e Enter Username of CHAP user. The maximum length of the username is 223 characters.
Valid characters are [ A~Z | a~z | 0~9 | ~1@#%"&* _-+=|(){}[]:;<>.?/ ].

e Enter Password (CHAP secret) and Confirm Password. The length of the password is
between 12 to 16 characters. Valid characters are [ A~Z | a~z | 0~9 | ~|@#$%"&*_-
+="\O357 <>, ]

e Select the targets using this CHAP user.

e Click the OK button to create a CHAP user.

List CHAP Users

Here is an example of list CHAP users. The CHAP account properties can be configured by
clicking the functions button V¥ to the left side of the CHAP account.

CHAP Username Access to Targets
‘ v J chap? 0
| v |  chap2 1,2
Create CHAP User

Figure 66: List CHAP Users

Modify CHAP User

Click ¥ -> Modify CHAP User to modify the selected CHAP user information. To change the
targets that this user has access to, please go to iSCSI Targets tab, click on the option menu,
and select Change CHAP Users. For more information, please refer to the chapter 7.3.3,
Configure for iISCSI Targets section.
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Modify CHAP User

You can change the CHAP user's information below. To change the targets that this
user has access to, please go to iISCSI Targets, click on the option menu, and select
Change CHAP Users.

Username:

chapl 0

Password:

Confirm Password:

@l | Cancel

Figure 67: Modify a CHAP User

Here is an example of modifying the CHAP user.

e Enter Username of CHAP user. The maximum length of the username is 223 characters.
Valid characters are [ A~Z | a~z | 0~9 | ~1@#%"&*_-+=|(){}[]:;<>.7/].

e Enter Password (CHAP secret) and Confirm Password. The length of the password is
between 12 to 16 characters. Valid characters are [ A~Z | a~z | 0~9 | ~!@#$%"&*_-
+="\O357 <>, ]

e Click the OK button to modify the CHAP user.

Delete CHAP User
Click ¥ -> Delete CHAP User to delete the selected CHAP user.

Active Sessions

Select the Sessions function tab in the iISCSI Ports function submenu to shows all currently
active iSCSI sessions and their connection information.

Controlier 1
No. TSIH Initiater Name Target Name
[w ]| 0 0x0008  ign.1991-05.com. microsoft:win-hevbu50pv9  ign 2018-08.com eterio:M D42245-000d40000:dev6.ctrl
\LL 1 0x0009  ign.1991-05.com.microsoft:win-hevbSuS0pv3d  ign.2018-08.com eterio :M D4224S-000d40000:dev7.ctrl
\i\ 2 0x0006  ign.1991-05.com.microsoft:win-hevb9uS0pvd  ign.2018-08.com eterio :M D4224S-000d40000:dev8.ctrl
Lwi) |4 0x0007  ign.1991-05.com.microsoft:win-hevb9uS0pvd  ign.2018-08.com eterio:M D42245-000d40000:dev9.ctrl

Figure 68: Active Sessions
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This table shows the column descriptions.

Table 22: Active Sessions Column Descriptions

Column Name Description

TSIH (Target Session Identifying Handle) is used for this active

TSIH session.
Initiator Name It displays the host computer name.
Target Name It displays the controller name.

InitialR2T (Initial Ready to Transfer) is used to turn off either the
InitialR2T use of a unidirectional R2T command or the output part of a
bidirectional command. The default value is Yes.

Immediate Data sets the support for inmediate data between the
Immed. Data initiator and the target. Both must be set to the same setting. The
default value is Yes.

MaxDataOutR2T (Maximum Data Outstanding Ready to Transfer)
MaxDataOutR2T | determines the maximum number of outstanding ready to transfer
per task. The default value is 1.

MaxDataBurstLen (Maximum Data Burst Length) determines the
maximum SCSI data payload. The default value is 256kb.

MaxDataBurstLen

DataSeginOrder (Data Sequence in Order) determines if the PDU
DataSeginOrder (Protocol Data Units) are transferred in continuously non-
decreasing sequence offsets. The default value is Yes.

DataPDU InOrder (Data PDU in Order) determines if the data
DataPDU InOrder | PDUs within sequences are to be in order and overlays forbidden.
The default value is Yes.

List Connection Details

Click ¥ -> Connection Details which will list all connection(s) of the selected session.

Disconnect Session

Click ¥ -> Disconnect will disconnect the selected session, click the OK button to confirm.
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Configure Fibre Channel Connectivity

Select the Fibre Channel Ports function submenu to show information of installed fibre
channel ports. The fibre channel port properties can be configured by clicking the functions
button to the left side of the specific fibre channel port.

Fibre Channel Ports

@ HOST CONNECTIVITY
Overview
iISCSI Ports
Fibre Channel Ports

Figure 69: Fibre Channel Ports Function Submenu

Tontroier 1
[ Locstion  Nome Status . Change Topcky - WVNWWPN Loss of Signal._ Loss of Syne_ Liok Fadure___ Invalid GRC |
VAN 2000001378124770 |

|5 — B

: Yy | ska ECI(16Gb) 16Gbs  Pomtdo-Pant W 2100001378124 | © €55 9 0 ‘
. v | St EC2{%Gb) Doam  NA :::;p': mg;g:g:m o 0 0 0 :_
% v osa FCS(%GE) Down  NA icssom st :;g:‘;:l’;g @ 9 a 0 ;
5 v s T T P WANNN. Z0000013T8124770 . s % =

|

PPN 2400001378124770

Tontrolier &

o lotion,  Moms . S Chooge Topology  VOANNNOEN slomectlignn Lo oty L Tale . il ORC
E v | she FC1{%Gb) 16Ghs  PostdoPant s e e s | 8 s 2 ¢

owi sw | roaiwce) pws 18 0 0 0

]

[ v s FCI{%6Gb) Down  NA G o IRare | ® 0 0 0

|L¥l s rcaiwee) Dowm M o %‘,gﬁ‘,ﬁf,g o 0 v 6

Figure 70: List Fibre Channel Ports

The columns display information of Location, Name, Status, Topology, WWNN (World Wide
Node Name), WWPN (World Wide Port Name), and some statistical information.
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7.4.1. Configure Fibre Channel Link Speed

Click ¥ -> Change Link Speed to change the link speed of fibre channel.
Change Link Speed

Please select the link speed. The default setting is automatic detection of data rates.

Link Speed: Automatic ¥

4 Gb/s ‘WH Cancel I
8 Gb/s e

16 Gb/s
Figure 71: Change Link Speed

Options of Change Link Speed

The option available in this tab:

Link Speed: Set the link speed of fibre channel. The options are Automatic (default), 4

Gb/s, 8 Gb/s, and 16 Gb/s. Recommend setting it as Automatic to detect the data rate
automatically.

7.4.2. Configure Fibre Channel Topology

Click ¥ -> Change Topology to change the topology of fibre channel.

Change Topology
Change the topology below
Change Topology : ' Point-to-Point v
Point-to-Point ‘
Loop | OK || Cancel

Figure 72: Change Topology

Options of Change Topology

The option available in this tab:

e Topology: Set the topology fibre channel. The option is Point-to-Paint for 16 Gb/s fibre
channel, Point-to-Point and Loop modes for 4 Gb/s, 8 Gb/s fibre channel. Set it
appropriately according to your fibre channel environment.
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=N INFORMATION:

0 Point-to-Point (FC-P2P): Two devices are connected directly by FC
interface. This is the simplest topology with limited connectivity and supports
4 Gbls, 8 Gb/s, and 16 Gb/s fibre channel speed.

Loop (FC-AL, Arbitrated Loop): All devices are connection in loop or ring,
like token ring networking. Add or remove any device will affect activities on
the loop. The failure of any device will cause ring broken. Fibre Channel hub
connects multiple devices together and may bypass the failed ports. A loop
may also be made by cabling each port to the next in a ring. Loop mode
supports 4 Gb/s and 8 Gb/s fibre channel speed only

CAUTION:

If the link speed and topology are set, the related fibre channel switch and
HBA on host must be set, too. Otherwise, the connection cannot work

properly.

7.4.3. Configure Fibre Channel Targets

Click ¥ -> Target Configuration to set multi-target configurations which are accessible by
the host.

Target Configuration

Target List : Al

¥ Target 1 ¥ Target 2 ¥ Target 3 ¢ Target 4

¥ Target 5 ¥ Target 6 ¥ Target 7 ¥ Target 8

| Target 9 ¢ Target 10 ¥ Target 11 ¥/ Target 12
¥ Target 13 @ Target 14 ¥ Target 15 ¥ Target 16
I Target 17 ¢! Target 18 ¥ Target 19 ¥/ Target 20
¥| Target 21 ¢! Target 22 ¥ Target 23 ¢/ Target 24
| Target 25 ¥ Target 26 ¢! Target 27 ¥/ Target 28
¥ Target 29 ¥/ Target 30 ¥ Target 31 ¥ Target 32
¥ Target 33 ¥ Target 34 ¥/ Target 35 ¥ Target 36
¥ Target 37 ¢/ Target 38 ¥ Target 39 ¥ Target 40
¥ Target 41 ¥ Target 42 ¥ Target 43 ¥ Target 44
I Target 45 ¥/ Target 46 ¥ Target 47 ¢/ Target 48
¥ Target 49 ¥/ Target 50 ¥ Target 51 ¥/ Target 52
¥ Target 53 ¥ Target 54 ¥ Target 55 ¥ Target 56
¥ Target 57 ¥ Target 58 ¥ Target 59 @ Target 60
¥| Target 61 ¥ Target 62 ¥ Target 63 ¥ Target 64

|E' ‘ Cancel 1

Figure 73: Target Configuration
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CAUTION:
Point-to-Point connection mode does not support multi-target.

7.4.4. Clear Fibre Channel Counters

Click Clear All Counters button to clear all counters of fibre channels.

Click ¥ -> Clear Counters to clear the counters of the selected fibre channel.
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Storage Management

8.1.

8.1.1.

This chapter describes storage technologies of RAID, storage pool, volume, and LUN
mapping. Also includes the details of storage management operations and examples. The
STORAGE MANAGEMENT function menu provides submenus of Disks, Pools, Volume,
and LUN Mappings. In this chapter, we will focus on the fundamental storage architecture
called thick provisioning. The advanced storage features and functions will be described in
the following.

e  Thin Provisioning feature is described in the Thin Provisioning chapter.

e Auto Tiering feature is described in the Auto Tiering chapter.

e SSD Cache feature is described in the SSD Cache chapter.

e SED (Self-Encrypting Drive) and ISE (Instant Secure Erase) drive support is described
in the SED and ISE Support chapter.

The data backup functions are described in the following sections.

e Snapshot function is described in the Managing Snapshots section.

e Local Clone function is described in the Manage Local Clones section.

e Remote Replication function is described in the Managing Remote Replications
section.

RAID Technology

RAID is the abbreviation of Redundant Array of Independent Disks. The basic idea of RAID
is to combine multiple drives together to form one large logical drive. This RAID drive obtains
performance, capacity and reliability than a single drive. In point view of the host, the operating
system in host detects the RAID drive as a single storage device.

Traditional RAID Overview

The disk drives in storage are referred to as members of the array. Each array has a RAID
level. RAID levels provide different degrees of redundancy and performance. They also have
different restrictions regarding the quantity of member disk drives in the array. The following
describe the features of RAID levels.

Page 124 from 350



eterio

data works

RAID 0 (Striping, no redundancy)

RAID 0 consists of striping, without mirroring or parity. It has more than two disks in parallel,
as a large-capacity disk. The capacity of a RAID 0 volume is the sum of the capacities of the
disks. There is no added redundancy for handling disk failures. Thus, failure of one disk
causes the loss of the entire RAID 0 volume. Striping distributes the contents roughly equally
among all member disks, which makes concurrent read or write operations on the multiple
disks and results in performance improvements. The concurrent operations make the
throughput of most read and write operations equal to the throughput of one disk multiplied
by the quantity of disk drives. Increased throughput is the big benefit of RAID 0, at the cost of
increased vulnerability of data due to drive failures.

RAID 1 (Mirroring between two disks)

RAID 1 consists of data mirroring, without parity or striping. Data is written identically to two
drives, thereby producing a mirrored set of drives. Thus, any read request can be serviced by
any member drive. Write throughput is always slower because every drive must be updated,
and the slowest drive limits the write performance. The array continues to operate as long as
at least one drive is functioning.

N-way Mirror (Mirroring between N disks)

It's an extension of RAID 1. Data is written identically to N drives, thereby producing an
N-way mirrored set of drives

RAID 3 (Striping, can survive one disk drive fault, with parity on a dedicated disk drive)

RAID 3 consists of byte-level striping with dedicated parity. All disk spindle rotation is
synchronized, and data is striped such that each sequential byte is on a different drive. Parity
is calculated across corresponding bytes and stored on a dedicated parity drive. The data
disperses on a different hard drive, even if you want to read short information, it may need all
the hard drives to work. So, this is more suitable for large amounts of read data requests.

RAID 5 (Striping, can survive one disk drive fault, with interspersed parity over the
member disk drives)

RAID 5 consists of block-level striping with distributed parity. It requires at least three disk
drives. Upon failure of a single drive, subsequent reads can be calculated from the distributed
parity such that no data is lost. RAID 5 is seriously affected by the general trends regarding
array rebuild time and the chance of disk drive failure during rebuild. Rebuilding an array
requires reading all data from all disks, opening a chance for a second disk drive failure and
the loss of the entire array.
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RAID 6 (Striping, can survive two disk drive faults, with interspersed parity over the
member disk drives)

RAID 6 consists of block-level striping with double distributed parity. It requires a minimum of
four disks. Double parity provides fault tolerance up to two failed disk drives. This makes
larger RAID groups more practical, especially for high-availability systems, as large-capacity
drives take longer to restore. As with RAID 5, a single drive failure results in reduced
performance of the entire array until the failed drive has been replaced. With a RAID 6 array,
using drives from multiple sources and manufacturers, it is possible to mitigate most of the
problems associated with RAID 5. The larger the drive capacities and the larger the array
size, the more important it becomes to choose RAID 6 instead of
RAID 5.

RAID 0+1 (RAID 1 on top of RAID 0)

RAID 0+1 creates a second striped set to mirror a primary striped set. The array continues to
operate with one or more drives failed in the same mirror set, but if drives fail on both sides
of the mirror, the data on the RAID system is lost.

RAID 10 (RAID 0 on top of RAID 1)

RAID 10 creates a striped set from a series of mirrored disk drives. The array can sustain
multiple drive losses so long as no mirror loses all its drives.

RAID 30 (RAID 3 on top of RAID 0)

RAID 30 is the combination of RAID 3 and RAID 0, do RAID 3 first, further RAID 0. It is
composed of multiple sets of RAID 3 stripe access to each other. Because RAID 30 is based
on RAID 3 which requires at least three disk drives, therefore RAID 30 is constituted a plurality
RAID 3, at least six disk drives. RAID 30 can still operate when appearing a damaged disk
drive in disk group of RAID 3. But if any one group of RAID 3 appears two or two or more disk
drives damaged, the entire RAID 30 will fail.

RAID 50 (RAID 5 on top of RAID 0)

RAID 50 is the combination of RAID 5 and RAID 0, do RAID 5 first, further RAID 0. The
concept is the same as RAID 30. RAID 50 requires at least six disk drives. Since RAID 50
constitutes stripe of multiple disk group of RAID 5, it has higher performance than RAID 5, but
capacity utilization is lower than RAID 5.
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RAID 60 (RAID 6 on top of RAID 0)

RAID 60 is the combination of RAID 6 and RAID 0, do RAID 6 first, further RAID 0. In other
words, it accesses stripes for more than two groups of RAID 6. RAID 6 needs to have at least
four disk drives, so the minimum requirement of RAID 60 is eight disk drives.

RAID 60 can tolerate maximum two damage disk drives in any disk group of RAID 6, while it
still maintains the operating, but as long as it damages three drives in any group of RAID 6,
the entire RAID 60 will fail. Of course, the probability of this case is quite low.

Compared to a simple RAID 6, RAID 60 binds stripes through multiple of RAID 6. Therefore,
it has higher performance. However, high threshold usage and the capacity utilization rate are

major problems.

RAID Level Summary

The following is the summary of the RAID levels.

Table 23: RAID Level Summary — 1

RAID 3 N-way
RAID Level RAID 0 RAID 1 RAID 5 RAID 6 Mirror
Min. Drives 1 2 3 4 3
. No One drive One drive Two drives N-1 drive
Data Protection . . . . .
protection failure failure failure failure
Read Performance | Very Good Very Good Very Good Very Good Very Good
Write Performance | Excellent Good Good Fair to Good | Fair
ﬁ?‘gﬁdty: " N x M N/2 x M (N-1) x M (N-2) x M (N/N) x M
M - dn_ve guan '.{ (e.g. 8 drives x (e.g. 8 drives / (e.g. (8 drives - (e.g. (8 drives - (e.g. (8 drives/8)
. rive capacity 1TB = 8TB) 2x1TB=4TB) | 1)x1TB=7TB) | 2)x 1TB =6TB) | x 1TB = 1TB)
= subgroups
Capacity 100% 50% 67% ~96% | 50% ~ 92% | 4% ~ 33%
Utilization

(Min.~26 drives)

(e.g. 8/8=100%)

(e.g. 4/8=50%)

(e.g. 7/8=88%)

(e.g. 6/8=75%)

(e.g. 1/8=13%)

High end_ Data
workstation, X .
Data archive, High
loqain Operating Data Availability Operating
Tvpical Applications Rggl-tign,]e system, warehouse, solution, system,
yp P : Transaction | Web service, | Server with Transaction
rendering, .
Very database Archive large _ database
. capacity
transitory .
requirement
data
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Table 24: RAID Level Summary — 2
RAID Level RAID 0+1 RAID 10 RAID 30 RAID 50 RAID 60
Min. Drives 4 4 6 6 8
One drive One drive One drive One drive Two drives
Data Protection failure in failure in failure in failure in failure in
each sub- each sub- each sub- each sub- each sub-
group group group group group
Read Performance | Excellent Excellent Very Good Very Good Very Good
Write Performance | Very Good Very Good Good Good Fair to Good
Capacity: (N-G) x M (N-G) x M (N-2xG) x M
N = drive quantity N/2 x M N/2 x M (e.g. (8 drives — | (e.g. (8 drives — | (e.g. (8 drives —
o . (e.g. 8 drives / (e.g. 8 drives /
M = drive capacity 5% 1TB = 4TB 5% 1TB = 4TB 2 subgroups) x 2 subgroups) x 2x2 subgroups)
G = subgroups X 1TB = 4TB) x1TB =4TB) | 115 _67g) 1TB = 6TB) x 1TB = 4TB)
Sfilﬁza:gitgn 50% 50% 67% ~92% | 67% ~92% | 50% ~ 85%
(Min~26 drives) (e.g. 4/8=50%) (e.g. 4/8=50%) (e.g. 6/8=75%) (e.g. 6/8=75%) (e.g. 4/8=50%)
Data
Fast Fast Large Large arch|ye, HA
database, database, solution,
. o Database, Database, . ) .
Typical Applications S S File server, File server, Server with
Application Application S o
Application Application large
Server Server .
server server capacity
requirement

ESOS supports hot spare drives. When a member disk drive in array fails, the system
automatically replaces the failed member with a hot spare drive and rebuilds the array to
restore its redundancy. Candidate and spare drives can be manually exchanged with array
members. For more information, please refer to the chapter 15.2, Rebuild section in the
Troubleshooting chapter.

RAID EE Overview

RAID (Redundant Array of Independent Disks) is to combine multiple independent physical
disks based on a certain algorithm to form a virtual logical disk that provides a larger capacity,
higher performance, or better data error tolerance. RAID has been the basic technology of
storage system as a mature and reliable data protection standard. However, with the rapid
growth in demand of disk drive for data storage and the advent of high-performance
applications in recent years, traditional RAID has gradually revealed its defects.

As hard disk capacity increases, the amount of time required to rebuild RAID data has also
dramatically increased. This makes one of the most troubles for enterprise storage
management today. In the past days when the hard disk capacity was only 10GB to 100GB,
RAID built was a job that could be completed in 10 minutes or even more than 10 minutes,
which was not yet a problem without special concern. However, as disk capacity grows to
hundreds of GB and even TB, RAID rebuild times have increased to hours or even days, it
becomes a major problem in storage management.
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For example, a traditional RAID 5 with 8 and 1 parity on 6TB NL-SAS disk drives takes 2.5
days to rebuild data. The rebuild process consumes system resources, reducing the overall
performance of the application system. If users restrict the rebuild priority, the rebuild time will
be even longer. The important of all, during time-consuming rebuilding, many access
operations could cause the failure of other disk drives in the pool, greatly increasing the
probability of disk failure and the risk of data loss.

Limitations of Traditional RAID Architecture

The traditional RAID architecture is composed of a certain number of disk drives which are
selected to form a disk group (also known as RAID group). You may also assign some disk
drives as idle hot spare disk drives. A storage pool is grouped to provide capacity for volumes,
and then finally map the LUN to the host to become the storage space on the host.

There are several limitations in such RAID architecture:

e  First, when a disk drive of the disk group is damaged and the rebuild is required, only the
member disks of the disk group participates in the rebuild job, and the data writing loading
at the time is concentrated on the spare disk to form a bottleneck.

e Second, volume data access is limited to the member disks belonging to a disk group;
this restricts the performance available to the host because the storage is executing both
accessing and rebuilding I/O.

Why RAID Rebuild Time-Consuming

As drive capacity grows, RAID rebuild time grows linearly, raising the rebuild time required by
traditional RAID architectures to tens of hours when using RAID disks with more than 4TB
HDD capacity.

There are several factors that affect the RAID rebuild time:

e HDD Capacity: The HDD capacity makes up the disk group, the larger the HDD capacity,
the longer the rebuild time is required.

e Quantity of Disk Drives: The quantity of disk drives included in a disk group affects the
amount of time it takes for the system to read data from the remaining healthy disk drives
and write them to the hot spare disk drives. The more disk disks, the longer the rebuild
time.

e Rebuild Job Priority: During RAID rebuild, the system still has to assume 1/O access to
the front-end host. The higher the priority assigned to the RAID rebuild job, the faster the
rebuild, but the less the front-end host gains 1/O performance.

e Fast Rebuild: Enabling fast rebuild function only need to rebuild the actual capacity of
the volume, unused disk group space has not to rebuild. If only part of the space in a disk
group is used by the volume, the rebuild time will be shortened.

e RAID level: RAID 1 and RAID 10 with direct block-to-block replication will rebuild faster
than RAID 5 and RAID 6 with parity calculations.
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Given the potential for failure on each disk drive, the more disk drives contain in a disk group,
the more possibility of cumulative failure increase, so there is an upper limit on the quantity of
disk drives in a disk group. Compared with the previous factors, the increasing impact of the
disk drive capacity on the rebuild speed has become the primary factor. Such a long rebuild
time is apparently not acceptable to any user. To solve the problems of traditional RAID, we
implement RAID EE technology.

Theory of RAID EE Operation

RAID EE adds more spare disks in a disk group, we call them RAID EE spares to separate
the original global, local, and dedicated spares. Spare areas are preserved in each stripe of
the disk group and are distributed in the disk group by means of disk rotation. When disks
failed in the disk group, missing data is rebuilt into the preserved spare areas. Since all disks
in the set are destination of rebuilt data, the bottleneck of traditional RAID rebuild is gone,
rebuild performance dramatically improved. If new disks are added in, data in spare areas are
copied back to new joined disks.

Four new RAID levels are provided for RAID EE, there are:

e RAID 5EE (E stands for Enhanced), requires a minimum of 4 disk drives with one RAID
EE spare disk which can tolerate 2 disk drives failure. Adding more RAID EE spares will
tolerate more disk drives failure.

e RAID 6EE requires a minimum of 5 disk drives.

e RAID 50EE requires a minimum of 7 drives.

e RAID 60EE requires a minimum of 9 drives.

INFORMATION:
u The RAID EE spare quantity in a disk group is 1 to 8 disk drives.

Example of RAID 5EE with 1 RAID EE spare

Now we take an example to describe how it works. The following example is a RAID 5EE with
5 disks. 4 disks are for RAID disks, and additional one disk is for RAID EE spare. After
initialization, data block distribution is as follows. P is stands for parity, S is stands for RAID
EE spare, and it is empty now.

Page 130 from 350



eterio

data works
DI D2 D3 D4 D5
1 2 3 P I
5 4 5 | 6 P
P B 7 8 9
10 P Bl 11 12

13 14 P S 15

Figure 74: Data Block Distributed of RAID 5EE

Assume that disk 2 is failed. RAID 5EE is under degraded mode.

D1 D2 D3 D4 D5

1 3 P S

w

=
o

o
~
[+]
o

S 11 12

13 gt P S 15

Figure 75: Disk 2 is Failed

The spare areas are rebuilt with data from the failed disk drive. This action is called EE
Rebuild. After rebuilding, data distributed is like RAID 5 and it can tolerate another failed disk
drive. As we can imagine, the more RAID EE spare disks, the faster it rebuilds.

D1 D3 D4 D5
1 3 P 2
4 5 6 P
P 7 8 9

10 P 11| 12

13 P 14 15

Figure 76: Empty Blocks are Rebuilt from the Failed Disk Drive
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10 P S 11 12

13 14 P S 15

Figure 77: Data is copied back

When a new disk drive is joined into the RAID EE disk group, the data rebuilt in the spare
area will be copied back to the new disk. This action is called Copyback.

After copied back, it is back to RAID 5EE normal state.

Example of RAID 60EE with 2 RAID EE spares

Take another example of a RAID 60EE with 10 disks. 8 disks are for RAID disks, and 2 disks
are for RAID EE spares. After initialization, data block distribution is as follows.

Quantity of Disk Group = 10

|€——— Subgroup 1 —)|(— Subgroup 2 _)|eSpare 2*)'

D1 D2 D3 D6 D7 D9 D10

1 2 P Q 3 4 P Q S S
S 5 6 P Q 7 8 P Q S
S S 9 10 P Q 11 12 P Q

Q S S 13 14 P @ |15 16

24 P Q S S 21 22 P Q 23
27 28 P Q S 5 25 26 P Q
G =31 832 P Q S S 29 || 30 P
P Q 35 36 P Q S S 33 34

38 P Q 39 40 P Q S S 37

Figure 78: Data Block Distributed of RAID 60EE

Rebuild and copy back of RAID 60EE is similar as the above; it will not be repeated here.
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RAID EE Level Summary
The following is the summary of the RAID EE levels.
Table 25: RAID EE Level Summary
RAID Level RAID 5EE RAID 6EE RAID 50EE RAID 60EE
Min. Drives 4 5 7 9
Data Protection One drive failure TV.VO drives One drive failure TV.VO drives
failure failure
Read Performance | Very Good Very Good Very Good Very Good
Write Performance | Good Fair to Good Good Fair to Good

N = drive quantity

M = drive capacity
G = subgroups

S = RAID EE spares

(e.g. (10 drives — 1 —
2 spares) x 1TB =
7TB)

(e.g. (10 drives — 2 —
2 spares) x 1TB =
6TB)

(e.g. (10 drives — 2
subgroups — 2
spares) x 1TB =
6TB)

(e.g. (10 drives — 2x2
subgroups — 2
spares) x 1TB =
4TB)

Capacity
Utilization
(Min.~26 drives)

18% ~ 92%
(e.g. 7/10=70%)

17% ~ 88%
(e.g. 6/10=60%)

29% ~ 88%
(e.g. 6/8=60%)

25% ~ 80%
(e.g. 4/10=40%)

Typical Applications

Same as RAID 5

Same as RAID 6

Same as RAID
50

Same as RAID
60

ESOS Storage Architecture

This section describes the ESOS storage architecture including pool, volume, LUN mapping,

and hot spares.

Pool Technology

A storage pool is a collection of disk drives. It has three pool types which are listed in the

following.

e Thick or fat provisioning pool, we use the term of thick provisioning pool in the following.
e  Thin provisioning pool

e Auto tiering pool

We describe thick provisioning pool here and introduce thin provisioning in the Thin
Provisioning chapter and auto tiering in the Auto Tiering chapter.
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A thick provisioning pool is a collection of disk groups which contain disk drives and made up
a RAID. A storage pool is grouped to provide capacity for volumes. Volumes are then
allocated out of the storage pool and are mapped to LUN which can be accessed by a host
system. The following is the storage architecture of a thick provisioning pool.

Hosts ST el TRl RIS el el ST el

SCS ¥ FC ISCS
MPIO MPIo
i on el ok o o s o ., . e
Mappings | » | e y ey
' : :
wum.s l | v‘,'ume 7 )
. »
Pools | Pool 1 Thick Provisioning
‘ e
| Disk Group 1 it |
. 1 1 ¥
R e Il e e e e posgy ety by v s
|
Disks | ) W)
|
|
|

Figure 79: Storage Architecture of Thick Provisioning Pool

In thick provisioning pool, there are two methods to increase the capacity of the pool. They
are migration or adding disk groups. For migration, disk drives can be added to a disk group
at any time, no matter the disk drives are from the head SAN system or from expansion units.
Or disk drives can be added to upgrade the RAID level in a thick provisioning pool. For
example, you can migrate RAID 5 to RAID 6 by adding disk drives because RAID 6 needs
one more disk drive for parity.

The other method is adding other disk groups which contain disk drives to increase the
capacity of the pool. A thick provisioning pool can have up to 32 disk groups with each disk
group containing up to 64 disk drives. And the maximum disk drive quantity in a pool is 256.
For more information about pool operation, please refer to the chapter 8.4, Configuring Thick
Provisioning Pools section.
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ltem Value

Maximum disk group quantity in a pool 32
Maximum disk drive quantity in a disk group (include dedicated 64
spares)

Maximum RAID EE spare quantity in a disk group 8
Maximum disk drive quantity in a pool (include dedicated 256
spares)

Maximum pool quantity per system 64
Maximum dedicated spare quantity in a pool 8

Maximum addressable capacity of a disk group

640TB (calculated
by 10TB HDD)

Maximum addressable capacity of a thick provisioning pool

2,560TB (calculated
by 10TB HDD)

Maximum addressable capacity of total thick provisioning pools

Unlimited

Migrate vs. Add Disk Group

In thick provisioning pool, there are two methods to increase the capacity of the pool. Migration
takes a long time and risk during migration. But after migration, it is more efficient than adding

disk groups. By this way, it can also migrate RAID level to get a better protection.

With adding disk group, it can increase the capacity immediately but cannot change the
quantity or RAID level after adding this disk group. User can evaluate the advantages and

disadvantages to choose the best way.

Volume Technology

A volume is a logical disk that is presented to a host system. The capacity is provided by pool.
Each pool can be divided into several volumes. The volumes in one pool share the same

RAID level but may have different volume capacity.
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Figure 80: Volume in Storage Architecture

Volume is a basic unit of data backup. Base on the volume, ESOS provides snapshot, local
clone, and remote replication functions. For more information about data backup, please refer
to the chapter 12, Data Backup chapter.

A pool contains up to 96 volumes and a system can contain up to 4,096 volumes including
snhapshot volumes. For more information about volume operation, please refer to the chapter
8.5, Configuring Volumes section.

Table 27: Volumes Parameters

Iltem Value

Maximum volume quantity in a pool 96

Maximum volume quantity per system (include snapshot 4.096

volumes) ’

Maximum host number per volume 16

Maximum addressable volume capacity of a thick provisioning | 2,560TB (calculated
pool by 10TB HDD)
Maximum addressable volume capacity of a thin provisioning 256TB

pool

Maximum addressable volume capacity of an auto tiering pool | 256TB
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LUN Technology

LUN (Logical Unit Number) is a number used to identify a logical unit, which is a device
addressed by the SCSI protocol or Storage Area Network protocols which encapsulate SCSI,
such as Fibre Channel or iSCSI.

The LUN is not the only way to identify a logical unit. There is also the SCSI device ID, which
identifies a logical unit uniquely in the world. Labels or serial numbers stored in a logical unit's
storage volume often serve to identify the logical unit. However, the LUN is the only way for
an initiator to address a command to a logical unit, so initiators often create, via a discovery
process, a mapping table of LUN to other identifiers.

There is one LUN which is required to exist in every target: LUN 0. The logical unit with LUN
0 is special in that it must implement a few specific commands, most notably report LUNSs,
which is how an initiator can find out all the other LUNs in the target. LUN 0 does not provide
any other services, such as a storage volume. Many SCSI targets contain only one logical
unit (so its LUN is necessarily 0). Others have a small number of logical units that correspond
to separate physical devices and have fixed LUNs. A large storage system may have up to
thousands of logical units, defined logically, by administrative command, and the administrator
may choose the LUN or the system may choose it.

Disk Gloup 2 Disk Group 3

Figure 81: LUM Mappings in Storage Architecture
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Volumes are then allocated out of the storage pool and are mapped to LUN which can be
accessed by a host system. In Figure 8-3, a LUN can be accessed by cluster with two or more
hosts via iISCSI. Or can be accessed by MPIO to provide HA (High Availability) architecture
and increase the access bandwidth. The snapshot volumes can also be mapped to a LUN.
The same, the read-only snapshot LUN can be read by the host, and the writable snapshot
LUN can be read/write.

An ESOS system can contain up to 4,096 LUNs which includes the total of volume LUN
mappings and snapshot volume LUN mappings.

Table 28: LUN Parameters

Maximum LUN quantity per system 4,096

For more information about LUN mapping operation, please refer to the chapter 8.6, Configure
LUN Mappings section.

Hot Spares

A hot spare disk is a disk used to automatically or manually replace a failing or failed disk in
a RAID configuration. The hot spare disk reduces the MTTR (Mean Time To Recovery) for
the RAID redundancy group, thus reducing the probability of a second disk failure and the
resultant data loss that would occur in any singly redundant RAID (e.g., RAID 1, RAID 5, or
RAID 10). Typically, a hot spare is available to replace some different disks and systems
employing a hot spare normally require a redundant group to allow time for the data to be
generated onto the spare disk. During this time the system is exposed to data loss due to a
subsequent failure, and therefore the automatic switching to a spare disk reduces the time of
exposure to that risk compared to manual discovery and implementation.

If one disk drive of the pool fails or has been removed from any singly redundant RAID, the
pool status will change to degraded mode. At the moment, the ESOS system will search the
spare disk to execute pool/volume/data rebuild into a healthy RAID drive.

There are three types of spare disk drive which can be set in function menu Disks:

e Dedicated Spare: Set a spare disk drive to a dedicated pool.

e Local Spare: Set a spare disk drive to the pools which located in the same enclosure.
The enclosure is either in head unit or in one of expansion units.

e Global Spare: Set a spare disk drive to all pools which located whether in head unit and
expansion unit.
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Figure 82: Hot Spares

When a member disk of the pool fails, the system will first search for a dedicated spare disk
for the pool, if not present, search for a local spare instead, then eventually global spare disk.
For more information about spare disk operation, please refer to the chapter 8.3.2, Operations
on Disks section.

Working with Disk Drives

Select the Disks function submenu to display the status of the disk drives, set hot spares,
check disk health, and update disk firmware. The eterio SAN storage system can contain up
to 10 expansion enclosures and/or 286 disk drives.

(Lol Disk Settings
g STORAGE MANAGEMENT
Disks

Pools
Volumes

LUN Mappings
SSD Cache

Figure 83: Disks Function Submenu
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N INFORMATION:

0 For deployment of the SAN system and expansion enclosures, please refer
to the chapter 4, Deployment Types and Cabling in the eterio SAN Hardware
User’s Manual

Table 29: Enclosure and Disk Parameters

Iltem Value

Maximum expansion unit quantity in a system 10

Maximum disk quantity in a system 286

List Disks

The drop-down lists at the top enable you to select the enclosure from head unit (SAN system)
or expansion units (expansion enclosures). The disk properties can be configured by clicking
the functions button ¥ to the left side of the specific disk drive.

TIP:

Enclosure format: Enclosure ID ([Head Unit | Expansion Unit]: Model Name).
For example: 0 (Head Unit: 4224L), 1 (Expansion Unit: JBOD 4224).

Enciomwne X1 0 (Head Unit: 42241 - *

®

Bt Swkee | Pas | Eocrgpleo | SED/SE St Uage PodMane.  Mostscese | Mde
v Nocw A ' STAGATE sTeanen
* e na SEALWE HTLHI NIy
v tore N4 = SEACATE STOX0N005S
N SNore oA srasaTe STy
v e A NCRON
v 'y WA Fret NCRON SN0
v Nra N MCRON
v Mo WA - MR
\ e . EAGATE 005
v tema wa SUATT ST OO
v Nows WA SHAGATS BT SN0V
v N e Crow STACATE $TE0MAN0
i Wora N STAGAT STEXOONA0 &
b 4 Soca ) HEACATE STHAONAMNOTL
. te A e SEAQATE LA TS
v Nore A - SEASATY STEIONGIL |

|
D St Yt

Figure 84: List Disks
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This table shows the column descriptions.

Table 30: Disk Column Descriptions

Column Name Description

Slot The position of the disk drive.
The status of the disk drive:
e On-line: The disk drive is online.

o The disk drive is being rebuilt.

St ) The disk drive is being migrated or is replaced by

atus . o
another disk when rebuilding occurs.

° The disk drive is being scrubbed.
) The disk drive has been checked the disk health.
) The disk drive is being copied back.
The health of the disk drive:
e Good: The disk drive is good.

Health e Failed: The disk drive is failed.
. S.M.A.R.T. error alerts.
° The disk drive has unrecoverable read errors.
The data security mode of the disk drive:

. e SED: The disk drive is a Self-Encrypting Drive.
Encryption

e |SE: The disk drive is an Instant Secure Erase drive.
¢ None: The disk drive does not have encryption function.
The status of the SED:
e Enabled: The SED is enabled.
e Locked: The SED is locked. It must be unlocked by the correct AK

before it can be used.
. The SED is disabled. It must be initiated before it can

be used.
e Password Locked: The SED is locked by entering the incorrect
password too many times
Unknown: The SED is unknown.

: The SED is being initiated.
: The SED is being unlocked.
Erasing: The SED is being erased.
: The SED is being changed the key.

SED / ISE Status

The status of the ISE:

e Normal: The ISE is normal.

e Erasing: The ISE is being erased.
e Unknown: The ISE is unknown.

The status of the Non SED/ISE:
e N/A: The field is not applicable.

Capacity The capacity of the disk drive.
The type of the disk drive:
Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

o [12.0Gb/s | 6.0Gb/s | 3.0Gb/s | 1.5Gb/s |
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Column-Name Description

The usage of the disk drive:

e Free: This disk drive is free for use.

e RAID: This disk drive has been set to a pool.

e SSD Cache: This SSD has been set to an SSD cache pool.

e Dedicated Spare: This disk drive has been set as dedicated spare
of a pool.

e Local Spare: This disk drive has been set as local spare of the
enclosure.

e Global Spare: This disk drive has been set as global spare of
whole system.

e SSD Spare: This SSD has been set as dedicated SSD spare of
an SSD cache pool.

Pool Name Which pool the disk drive belongs to.

Manufacturer The manufacturer of the disk drive.

Model The model name of the disk drive.

Usage

8.3.2. Operations on Disks

Disk Health Check

Click the Disk Health Check button to check the health of the selected disks. Also select the
quantity of bad block to stop disk health check. And then click OK button to proceed. It cannot
check disks which are currently in use.

Disk Health Check

Disk Slot: Select Disks

Stop disk health check when the quantity of .
bad block is greater than:

|E‘ [ Cancel l

Figure 85: Disk Health Check

Disk Check Report

Click the Disk Check Report button to download the disk check report. It's available after
executing Disk Health Check.

Set Free Disk

Click ¥ -> Set Free Disk to make the selected disk drive be free for use.
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Set Spare Disk

Click ¥ -> Set Global Spare to set the selected disk drive to global spare of all pools which
located whether in head unit and expansion unit.

Click ¥ -> Set Local Spare to set the selected disk drive to local spare of the pools which
located in the same enclosure. The enclosure is either in head unit or in one of expansion
units.

Click ¥ -> Set Dedicated Spare to set the disk drive to dedicated spare of the selected pool.

For more information about hot spares, please refer to the chapter 8.2.4, Hot Spares section
and the chapter 15.2, Rebuild section in the Troubleshooting chapter. Here is an example
how to set a spare disk to a dedicated pool.

1. Select a free disk, and then click ¥ -> Set Dedicated Spare.

Set Dedicated Spare

No. Pool Name Total Free Disks Used Volumes Status Health
| 218718 | 21878 : 5 5000
2 Pool-2 1092TB  1092TB 3 0 Online Good

E’ Cancel

Figure 86: Set Dedicated Spare

2. Select the pool which the disk drive is set to its dedicated spare, and then click OK button.

Disk Scrub and Clear Disk Read Error
Click ¥ -> Disk Scrub to scrub the disk drive. It's not available when the disk drive is in used.

Click ¥ -> Clear Disk Read Error to clean the read error of the disk drive and reset the failed
status.

Update Disk Firmware

Click ¥ -> Update Disk Firmware to upgrade the firmware of the disk drive.
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Update Disk Firmware
Select the firmware file: L@&)se File | No file chosen
Select Disks:
Slat Health Capacity Disk Type Usage Manufacturer Model Firmware Versicn
AN Good 37236 GB =~ SAS SSD 12.0Gbis = Free SEAGATE ST400FMO053 | DOOS
& |2 Good 37236 GB | SAS SSD 12.0Gb/s = Free SEAGATE ST400FMO0053 = D006
8|3 Good 37236 GB = SAS SSD 12.0Gbis = Free SEAGATE ST400FMO053 = 0006
8 =4 Good 37236 GB = SAS SSD 12.0Gb/s | Free SEAGATE ST400FM0053 | 0006
l oK H Cancel |

Figure 87: Update Disk Firmware

Turn on Disk LED
Click ¥ -> Turn on Disk LED to turn on the indication LED of the disk drive.

Turn off Disk LED
Click ¥ -> Turn off Disk LED to turn off the indication LED of the disk drive.

S.M.AR.T.

Click ¥ -> S.M.A.R.T. to show the S.M.A.R.T. information of the disk drive. For more
information about S.M.A.R.T., please refer to the chapter 8.3.3, S.M.A.R.T. section

More Information of the Disk

Click ¥ -> More Information to show the detail information of the disk drive.

Page 144 from 350



8.3.3.

More Information

Location and Status

eterio

data works

Item Information

! HEAnciosure 0 0
Slot 1
Status Online
Health Good

Disk information

ltem -  Information

ﬂ’r\;iwarr;;facturer SéAGATé
Modei ST400FMO0053
Serial Number(s) Z3FD10RTO000Z3FC10RT
Capacity 372.36 GB
Disk Type SAS 8SD 12.0Gb/s
Disk Firmware Version 0006

Disk Properties

em  Information

. Disk Write éache [ Enaéléd o
Disk Read-ahead Enabled
Disk Command Queuing Enabled
Disk Standby Disabled
Storage Properties

, 'lte:r;\w - - [ ihforn;ation

R Usage VFree

[[oose ]

Figure 88: More Information of Disk Drive

S.MAR.T.

S.M.A.R.T. (Self-Monitoring Analysis and Reporting Technology) is a diagnostic tool for disk
drives to deliver warning of drive failures in advance. It provides users a chance to take actions
before a possible drive failure.

S.M.A.R.T. measures many attributes of disk drives all the time and inspects the properties
of disk drives which are close to being out of tolerance. The advanced notice of possible disk
drive failure will allow users to back up the data of disk drive or replace the disk drive.
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This is much better than a disk drive crash when it is writing data or rebuilding a failed disk
drive.

Select a disk drive and click ¥ -> S.M.A.R.T. to show the S.M.A.R.T. information of the disk
drive. The number is the current value. Please refer to the product specification of that disk

drive for details.

S.MART.
ltem Information
Write Errors Corrected with Possible Delays 0
Total Write Errors 0
Total Write Errors Corrected 0
Total Write Errors Corrected by Algorithm 0
Total Bytes Written 28768743330304
Total Uncorrected Write Errors 0
Read Errors Corrected by ECC Hardware Method 0
Read Errors Corrected with Possible Delays 0
Total Read Errors 0
Total Read Errors Corrected 0
Total Read Errors Corrected by Algorithm 0
Total Bytes Read 49617093781504
Total Uncorrected Read Errors 0
Non Medium Errors 0
Temperature 29°C /84 2°F
Reference Temperature 60°C / 140°F
Specified Cycle Count Over Device Lifetime 10000
Accumulated Start-stop Cycles 692
Accumulated Load-unload Count Over Device Lifetime 0
Accumulated Load-unload Cycles 0
Blocks Sent to Initiator 2419105780
Blocks Received from Initiator 344659577
Blocks Read from Cache and Sent to Initiator 2504089149
1/O Commands with Size Smaller than Segment Size 1527136133
I/O Commands with Size Larger than Segment Size 3866641966
coss |

Figure 89: S.M.A.R.T. Attributes of Disk Drive
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SMAR.T.

ltem Information

Read Error(Rate) 100(0}

Reallocated Sector{Count) 100(0)

Erase Fail(Count) 100(0}

Unexpected Power Loss{Count) 100(0)

Uncorrectable ErroriCount) 100(0}

Temperature 30°C / 212°F

SSD Endurance 100%

’ Close ‘

Figure 90: S.M.A.R.T. Attributes of SSD

For some SSDs, we provide SSD endurance values to monitor the health of SSDs. The value
is a percentage to know how much remaining life of SSD is. The system will notify user if the
SSD endurance is under 10%. And also 5%, 3%, 2% by sequence.

TIP
Q Although it's a useful reference value to know the remaining life of the SSD,
we recommend replacing the SSD if the value is under 5%.

S.M.A.R.T. Polling

Select the Disk Settings function submenu to configure the S.M.A.R.T. polling setting.
Uncheck the Enable S.M.A.R.T. Polling to disable S.M.A.R.T. polling setting. Disabling
S.M.A.R.T. polling will let system not report any problems if there were any S.M.A.R.T. error.
There are 2 options when enabling the S.M.A.R.T. polling setting. Selecting the Inquiry option
will let system report problems of disk when discovering S.M.A.R.T. error and show in event
log to inform customers. Selecting the Inquiry and Action option will allow system to report
problems of disk when discovering S.M.A.R.T. error and show in event log to inform
customers, and then the system will remove the problematic disk drive from the pool. The
pool will be rebuilt by using a spare disk drive.
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¥ Enable SMAR.T Polling

Disabling S.M.AR.T. polling will let system not report any problems if there were any S M. AR.T. error. Selecting
Inquiry will let system report probiems of disk when discovering SM.ART. error and show in event log to inform
customers. Selecting Inquiry & Action will allow system to report problems of disk when discovering SM.AR.T.
error and show in event log to inform customers, and then the system will remove the problematic disk drive from
the pool. The pool will be rebuilt by using a spare disk drive.

ol
v

S.M.A.R.T. Polling: | Inguiry

| Inquiry and Action |

[ 2o |

Figure 91: Disk Settings

Configure Thick Provisioning Pools

Select the Pools function submenu to create, modify, delete, or view the status of the pools.
We will describe thick provisioning pool in the following section; keep thin provisioning
technology in the Thin Provisioning chapter and auto tiering in the Auto Tiering chapter.

a STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache

Figure 92: Pools Function Submenu
Create a Thick Provisioning Pool

Here is an example of creating a thick provisioning pool with 4 disks configured in RAID 5. At
the first time of creating a thick provisioning pool, it contains a disk group and the maximum
quantity of disk in a disk group is 64.

1. Select the Pools function submenu, click the Create Pool button. It will scan available
disks first.
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TIP:

It may take 20 ~ 30 seconds to scan disks if your system has more than 200
disk drives. Please wait patiently.

Crueate Pool
Onl Syecicn Pluase saect a pool 1ype
RAD Configuraton * Thick Provmioning
Oak Propertes Thn Provesonng
Saremary

Fiaase antar a ool name and sadoct prafered controller setling
Pocl Name 0
Prufwirad Corsobur

The VO resouzzes will be managed Dy e preferred conroler whseh you apeced

Enabie SED Pool

Enatfing SED pool wilt uae the secure SEDs to creste a pool intermoong SEDe and non-SEDs are nat supporiad n 2 pool

Figure 93: Create a Thick Provision Pool Step 1

Select the Pool Type as Thick Provisioning.

Enter a Pool Name for the pool. Maximum length of the pool name is 16 characters. Valid
characters are [A~Z |a~z | 0~9 | -_<>].

Select a Preferred Controller from the drop-down list. The backend 1/O resources in this
pool will be processed by the preferred controller which you specified. This option is
available when dual controllers are installed.

Check the Enable SED Pool checkbox. Enabling SED pool will use the secure SEDs to
create a pool. Intermixing SEDs and non-SEDs are not supported in a pool.

Click the Next button to continue.
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Creats Pool
General | Sebert Disks
Dink Snbection Please select thaks 10 add 3 disk group in & Mick pravisionng pool. The madmum quantty of disk in 3 tisk group s 54
RAID Configuraton Enclosure ID 0 (Mead Unit: X53216) .
Disk Proucies U1 EncosuelD Skt Maath Capacty Ok Type Manvtactoer  Model
Summary W0 1 Good 3M2WGB  SASSSD120Gbis  SEAGATE  ST400FMO0S} 00 -
0 2 Good JINMGE SASSSD 12.0Gbs SEAGATE STL00FMO053
0 3 Good MW GE SASSSD 120GbN SEAGATE STL00FM0053
[ 4 Good JM2MGB SASSSD120Chs SEAGATE STA00FMOCS)
0 L] Good T4495GB  SASSSD 120Gbis MICRON $6300C-800
0 B Good T449%GE SASSSD 12.0Gbs MICRON S830DC-800
1] 7 Good 7449 0B SASSSD 120Chs MICRON S830DC-800
1] L] Good T249%GB SASSSD 12.0Gba MICRON S630DC-800
¢« 0 9 Good 1087B SAS HDOD 12 DGb/s SEAGATE ST1200MM0055
¢ 0 10 Good 1057B SAS HDO 12 0Gbs SEAGATE ST1200MM0C32
¢ 0 1" Good 1087B SAS HDO 12 0Gb's SEAGATE ST1200MM0050
® 0 7 Cood 1087B SAS HDO 12 DGbvs SEAGATE ST1200MM0088
1|0 13 Good S46TB NL-SASHDD 120G SEAGATE STHO0ONMO0 14
0 AL} Good 5467B NL-SASHDD 120G SEAGATE STHOOONMO0 14
0 1S Good 54678 NL-SAS HDD 12 0Gbis _ SEAGATE STEICONMO014 ot
| Bak [ nemt || cancer |

Figure 94: Create a Thick Provision Pool Step 2

7. Please select disks for pool. The maximum quantity of disk in a disk group is 64. Select
an Enclosure ID from the drop-down list to select disks from expansion enclosures.
8. Click the Next button to continue.
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| Create Pooi
Gennaat RAR Configuration
A Sideice Plaase sulect a RAID level
efigusstion:  RAID Laves
Ok Progentes Guantty of SAS Disks g
o RAD 3
axh m\x 7 CQ-“)A.

Figure 95: Create a Thick Provision Pool Step 3

9. Select a RAID Level from the drop-down list which lists available RAID level only

according to the disk selection. And select a Quantity of Subgroups if the combination
RAID level is selected.

10. Click the Next button to continue.
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Piaase configurm e dak propemnes
# Enable Dak Wree Cacke
Enabing dek avie cache wil anprove wide 10 pertormance tut rsking data icss whao powes fadure

¥ Enable Dsk Read-ahead

Syatem wl praicad data to dak buffer based on previously retneved data This teature will eficiantly improve the parformance of
sequerty data relneved

# Enable Dak Command Queurg
Send it commands 1o A ek A1 0ne )0 ITRtve performance
Enatie Disk Standby
The dsis Wi sper Sown e power Saving when ey 3m idie for 2 penod of time accanding to e seling

Disk Stancby 0 sacond .

Figure 96: Create a Thick Provision Pool Step 4

11. Disk properties can also be configured optionally in this step:

Enable Disk Write Cache: Check to enable the write cache option of disks. Enabling
disk write cache will improve write I/O performance but have a risk of losing data when
power failure.

Enable Disk Read-ahead: Check to enable the read-ahead function of disks. System
will preload data to disk buffer based on previously retrieved data. This feature will
efficiently improve the performance of sequential data retrieved.

Enable Disk Command Queuing: Check to enable the command queue function of
disks. Send multiple commands to a disk at once to improve performance.

Enable Disk Standby: Check to enable the auto spin down function of disks. The
disks will be spun down for power saving when they are idle for the period specified.
12. Click the Next button to continue.
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Figure 97: Create a Thick Provision Pool Step 5

13. After confirmation at summary page, click the Finish button to create a pool.

¥ | Pooll

Pool Name Status Health ¢
Onliew Good I2TT8 32178

Total

Free Avaiabtie
J2TTE

Thin Provsionng Enceypbon Vahm Current Conuol-v
Chssbled ] Controbes 1

|Cm-.6a[

Figure 98: A Thick Provisioning Pool is Created

14. A pool has been created. If necessary, click Create Pool button again to create others.

Page 153 from 350



eterio

data works

8.4.2. List Thick Provisioning Pools

Click a pool; it will display the related disk groups. Similarly, click a disk group; it will display
the related disk drives. The pool properties can be configured by clicking the functions
button V¥ to the left side of the specific pool.

Pool Name Status Heatth Total Free Avadable Thin Provisomng Encrypton Volumes Currant Controber
‘ AT | SZ7TB | 32TB | Osiied

No Status Health Total Frue RAID Disks Used RAID EE Spares |

| v I 12778 | 3378 | RAIDS 4 WA
Disxs
[ Enciosure 0 St Statws  Health  Capacity  Disk Type Manufacturer  Modsl
| o a Onine  Good 10978 SASHOD 120Gh/s  SEAGATE ST1200MM008S |
0 10 COnine Good 10578 SASHDD 120Gbls  SEAGATE ST1200MMO0BS ‘
o 1" Cniloe S00d 1,08 78 SASHOD 120Gbls  SEAGATE STI1200MMO0058
o 12 Calns Good 10578 SASHOD 120Gb/'s SEAGATE ST1200MMO088 J‘
[ create Foot

Figure 99: List Thick Provisioning Pools

This table shows the column descriptions.

Table 31: Pool Column Descriptions

Column Name Description

Pool Name The pool name.
The status of the pool:
e On-line: The pool is online.
° The pool is offline.
Status o The pool is being rebuilt.
o The pool is being migrated.
° The pool is being relocated.
° The pool is being RAID EE rebuilt.
The health of the pool:
e Good: The pool is good.
Health e Failed: The pool is failed.
. The pool is not healthy and not complete. The reason
could be missing or failed disks.
Total Total capacity of the pool.
Free Free capacity of the pool.
Available Available capacity of the pool.
The status of Thin provisioning:
Thin Provisioning ¢ Disabled.
e Enabled.
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Column Name

Description
The Data Secure Mode:

Encryption e Disabled: The pool is not encrypted.
e Enabled: The pool is encrypted.
Volumes The quantity of volumes in the pool.

Current Controller
(This option is only
visible when dual
controllers are
installed.)

The current running controller of the pool.

Table 32: Disk Group Column Descriptions

Column Name

Description

No. The number of the disk group.
The status of the pool:
e On-line: The disk group is online.
o The disk group is offline.
Status o The disk group is being rebuilt.
o The disk group is being migrated.
. The disk group is being relocated.
° The disk group is being RAID EE rebuilt.
The health of the disk group:
e Good: The disk group is good.
Health e Failed: The disk group fails.
° The pool is not healthy and not complete. The reason
could be missing or failed disks.
Total Total capacity of the disk group.
Free Free capacity of the disk group.
RAID The RAID level of the disk group.
Disks Used The quantity of disk drives in the disk group.
The quantity of RAID EE spare disk drives in the disk group. Display
RAIDEE Spare | \ya is the RAID level is traditional.

Page 155 from 350




terio

data works

Table 33: Disk Column Descriptions

Column Name Description

Enclosure 1D The enclosure ID.

Slot The position of the disk drive.

The status of the disk drive:

On-line: The disk drive is online.

e Missing: The disk drive is missing in the pool.

o The disk drive is being rebuilt.

° The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

° The disk drive is being scrubbed.

° The disk drive has been checked the disk health

. The disk drive is being copied back.

The health of the disk drive:

e Good: The disk drive is good.

Health e Failed: The disk drive is failed.

. S.M.A.R.T. error alerts.

° The disk drive has unrecoverable read errors.

Capacity The capacity of the disk drive.

The type of the disk drive:

Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

e [12.0Gh/s | 6.0Gb/s | 3.0Gh/s | 1.5Gb/s ]

Manufacturer The manufacturer of the disk drive.

Model The model name of disk drive.

Status

8.4.3. Operations on Thick Provisioning Pools

The options available in this tab:

Activate and Deactivate the Pool

Click ¥ -> Activate/Deactivate in one of pools, these options are usually used for online disk
roaming. Deactivate can be executed when the status is online. Conversely, activate can be
executed when the pool status is offline. For more information, please refer to the chapter 8.8,
Disk Roaming section.

Change Disk Properties of the Pool

Click ¥ -> Change Disk Properties in one of pools to change disk properties of the pool.
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Change Disk Properties
Set the following options for the Pool Pool-1:

Disk Write Cache: Enabled r ©

Disk Read-ahead: Enabled r §

Disk Command Queuing: Enabled Y o

Disk Standby: Disabled r ©

1 OK H Cancel \

Figure 100: Change Disk Properties

Change Thin Provisioning Policy of the Pool

Click ¥ -> Change Thin Provisioning Policy in one of pools to change policy of the thin
provisioning pool. For more information, please refer to the chapter 9, Thin Provisioning.

Change Preferred Controller of the Pool

Click ¥ -> Change Preferred Controller in one of pools to change the pool ownership to the
other controller.

Verify Parity of the Pool

Click ¥ -> Verify Parity in one of pools to regenerate parity for the pool. It supports RAID
level 3, 5, 6, 30, 50, 60 and RAID EE level 5EE, 6EE, 50EE, 60EE.

Add a Disk Group into the Pool

Click ¥ -> Add Disk Group in one of pools to add another disk group into the pool. For more
information, please refer to the chapter 8.4.5, Add a Disk Group in a Thick Provisioning Pool
section.

If the auto tiering license is enabled, you can click ¥ -> Add Disk Group in one of pools to
transfer from the thick provisioning pool to auto tiering pool. For more information, please refer
to the chapter 11.7, Transfer to Auto Tiering Pool section.
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Add Desk Group
Pool Type
Thin Provisioning Crsabled
Aute Teong - :
HAID Level
Pleass sefect 3 RAID evel
RAID Lawel BAID 3 *
Sslect Disks
Please ssiect disks to add 2 disk group. The maomum quantty of dsk i 2 dsk group 62
Enciosuse D 0 (Head Unit: 42241 .

& Enclosure © ; Sict w;‘;;( ) Capacty 3 i'.;s;Tpge Marufacturer ¥ !;cdei 1
g 1 Good 37236 GE 'SASSSD 120Gvs SEAGATE ST400FMDO0S3

= O 2 Goed 3723/ GEB  SASSSD120Gus SEAGATE STA0OFN0053
g 3 Good 3723HBGE SASSSD120Gxs SEAGATE ST400FMEDS3
g 2 Good 37236 GEB SASSSD 120Gos SEAGATE ST400FMO0S3

€ 0 s Good TS495GE SASSSD 120GoHs MECRON S5300C-500

€ 0 & Good 724 %GB SASSSC 120Gois MICRON S5300C500

3 © 7 Socd 74236 GB SASSSOD120G0is SBSCRON SS300CS20
) 8 Good 7% GCE  SASSSD 120Gos MICRON S5300CE00
e 13 Sosd S8 KL-SAS HOD 120Go's SEAGATE STROCONRDD 14
0 £ Good 5478 NL-SAS HDD 12 0Go's SEAGATE STECOONMOD 12
[ 15 Good 546718 NL-SAS HDD 1Z0Gbs SEAGATE STECOONMED1E
L) 1% Good 5478 NL-SAS HDD 12 0Gos SEAGATE STEO0ONMOCTS |

oy gy

Figure 101: Transfer Thick Provisioning Pool to Auto Tiering

CAUTION:

The action of transferring from the thick provisioning pool to auto tiering is
irreversible. Consider all possible consequences before making this change.

Delete a Pool

Click ¥ -> Delete to delete the pool. The pool cannot be deleted when there are volumes in
the pool.

More Information of the Pool

Click ¥ -> More Information to show the detail information of the pool.
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8.4.4. Migrate a Disk Group in a Thick Provisioning Pool

The Migrate Disk Group function changes the disk group to a different RAID level or adds
the member disks of the disk group to increase the capacity. Each disk group is independent,
you can migrate each one of disk groups.

Hosts

M‘”‘“"W

Volumes Volume

Pools Pool 1l

Disk Group 1

Figure 102: Migrate a Disk Group in a Thick Provisioning Pool

Usually, the disk group migrates to higher RAID level for better protection. To perform a
migration, the total capacity of the disk group must be larger than or equal to the original one.
If the RAID level doesn’t change, the migration can also move the member disk drives to
completely different disk drives.

Raid 0 300GB At least add two free ) .
disk become raid 6 aid § B (3+2)
HDD  HDD HDD HDD HDD HDD HDD HDD
100GB 100GB 100GB 100GB 100GB 100GB 100GB 100GB
Raid 5 200GB (2+1) At least add one free Raid 6 200GB (2+2)
disk become raid 6

HDD  HDD  HDD HDD  HDD  HDD  HDD
100GB  100GB  100GB 100GB  100GB  100GB  100GB

Figure 103: RAID Migration
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Here’s an example of migrate a disk group from RAID 5 to RAID 6.
1. Select a disk group, and then click ¥ -> Migrate Disk Group
Migrate Disk Group
RAID Level
Please select a RAID level.
RAID Level - [ RAID 5 v|
Select Disks iﬁig ?
Please select disks to migrate the RRﬁiS é tity of disk in a disk group is 64.
Enclosure ID : RAID 5EE
RAID 6
Enclosure ID | Slot H RAID 6EE Type Manufacturer Model
0 1 i SSD 12.0Gbis SEAGATE STADOFMO0S3 |
2 I 2 RAID 30 SSD 12.0Gbls SEAGATE ST400FMO053
@ o 3 ( iﬁig §§EE SSD 12.0Gbls SEAGATE ST400FMO0S3
0 4 xig ZSEE SSD 12.0Gbis SEAGATE ST400FMD0S53
0 5 Good 13496 G SAS SSD 12.0Gbis MICRON S630DC-800
0 6 Good 74496 GB  SAS SSD 12.0Gbis MICRON S630DC-800
40 7 Good 74496 GB  SAS SSD 12.0Gbls MICRON S630DC-800
@0 8 Good 74496 GB  SAS SSD 12.0Gbis MICRON S630DC-800
w0 9 Good 10978 SAS HDD 12.0Gbis SEAGATE ST1200MMO083
¥ 0 10 Good 10978 SAS HDD 12.0Gb/s SEAGATE ST1200MM0088
¥ 0 11 Good 10978 SAS HDD 12.0Gb/s SEAGATE ST1200MM0088
@ o 12 Good 109 7B SAS HDD 12.0Gb/s SEAGATE ST1200MMO088
¥ 0 13 Good 546 TB NL-SAS HDD 12.0Gbis SEAGATE STE000NMOD14
)i 14 Good 546 1B NL-SAS HDD 12.0Gb/s SEAGATE STE000NMO014

Figure 104: Migrate RAID Level Step 1

Select a RAID Level from the drop-down list.
Please select disks for pool. The maximum quantity of disk in a disk group is 64. Select

[ e ] rancel

an Enclosure ID from the drop-down list to select disks from expansion enclosures.

Click the OK button to execute migration.
Migration starts. The status of the Disks, Pools and Volumes are changing. The

complete percentage of migration is displayed in the Status.

It's done when the complete percentage reaches 100%.

TIP:

The capacity after migration must be larger than the current capacity.
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TIP
Q A traditional RAID level can be migrated to RAID EE level, but RAID EE level
can be migrated to RAID EE level only.

TIP
g Thin provisioning pool cannot execute the Migrate Disk Group option; it
uses the Add Disk Group option to enlarge the capacity. For more

information, please refer to the chapter 9, Thin Provisioning.

Operation Limitations during Migration

There are some operation limitations when a pool is being migrated. The System would reject
these operations:

e Add dedicated spare.

e Remove a dedicated spare.
¢ Create a new volume.

e Delete a volume.

e Extend a volume.

e Scrub a volume.

e Perform another migration operation.
e Scrub entire pool.

e Take a snapshot.

e Delete a snapshot.

e Expose a snapshot.

o Rollback to a snapshot.

TIP
Q Pool migration cannot be executed during rebuilding or volume extension.
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8.4.5. Add a Disk Group in a Thick Provisioning Pool

The Add Disk Group function adds a disk group to a pool to increase the capacity.

Figure 105: Add a Disk Group in a Thick Provisioning Pool

Here is an example of adding a disk group into a thick provisioning pool with 2 disks configured
in RAID 1.

1. Select a pool, click ¥ -> Add Disk Group to add a disk group in a thick provisioning pool.
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Add Disk Group
Pool Type
Thin Provisioning - Disabled
RAID Level
Please select a RAID level
RAID Level - (RamD 0 S
Select Disks EEAID 4
Please select disks to add a disk 91 xig ; {disk in a disk group is 64.
Enclosure ID : RAID SEE
F i RATD & i
—i | EnciosureID | Slot I RAID 6EE Type Manufacturer Model
2 0 1 s SSD 12.0Gbis SEAGATE STADDFMO053
N |
| &0 2 ¢ RAID 30 SSD 12 0Gbis SEAGATE ST400FM0053
| i RAID 50 |
0 3 ¢ RaID 50EE SSD 120Ga's SEAGATE ST400FMOOS3
G0 4 ¢ ;ﬁig 685{ SD 12.0Gb/s SEAGATE ST400FMO053
] : 4 6
[ =3 .0 5 Good 73 9% GB  SAS SSD 12.0Gbis MICRON S630DC-800
.0 6 Good 74496 GB  SAS SSD 12.0Gbis MICRON $630DC-300
10 7 Good 74496 GB = SAS SSD 12.0Gbis MICRCN S530DC-300
0 8 Good 74496 GB  SAS SSD 12.0Gbis MICRON S$630DC-800
S 13 Good 5467B NL-SAS HDD 12.0Gb/s SEAGATE STE00ONMOO14
'@ o 14 Good 5467B NL-SAS HCD 12.0Gb/s SEAGATE STE00ONMOD14
el | 0 15 Good 546 7TB NL-SAS HDD 12.0Gb/s SEAGATE STE0DONMOO14
{ = 4] 16 Good 5467B NL-SAS HDD 12.0Gb/s SEAGATE STE000NMED14
i ok || cancel |

Figure 106: Add a Disk Group to a Thick Provisioning Pool

Select a RAID Level from the drop-down list and also select a Quantity of Subgroups if
the combination RAID level is selected.

Select disks to add into a disk group. The maximum quantity of disk in a disk group is 64.
Select an Enclosure ID from the drop-down list to select disks from expansion enclosures.
Click the OK button to add a disk group into the pool.
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Pool Name Status Heaith Total Free Avatabie Thin Provisioning Encrypiiors - Volumes Current Controlier

0TS a0t A0OTH Desatiedt

Disk Groups

| No Stk Heath | Tom $roa RAD  DwksUsed  RAID EE Spares |
Nid | 1 Oniee Good 3278 32T T8 RADS 4 NiA

MNGE MG RADD | 2

Dy

[Encioswrs © St Swaws  Heawh  Cagacty  Disk Typs  Manufactwsr | Modet |
[0 1 One  Good | IT2I6GB  SASSSD120Gd/s SEAGATE STADOFMOOS) |
| o 2 Ondte ' Good 3723608 SASSSD 120Gt  SEAGATE STACOFMO05) |

Figure 107: A Disk Group is Added

5. A disk group has been added into the pool.

TIP:

If auto tiering license is enabled, the thick provisioning pool without disk
group of mixed disk type can be transferred to the auto tiering pool by Add
Disk Group option. Please refer to the chapter 11.6.1, Transfer from Thick
Provisioning Pool to Auto Tiering section.

Configuring Volumes

Select the Volumes function submenu to create, modify, delete, or view the status of the
volumes. The same as pool, we will describe thick provisioning volume in the following section
and keep thin provisioning in the Thin Provisioning chapter and auto tiering in the Auto Tiering

chapter.

g STORAGE MANAGEMENT
Disks
Pools
Volumes

LUN Mappings
SSD Cache

Figure 108: Pools Function Submenu
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8.5.1. Create a Volume

Here is an example of creating a volume in think provisioning Pool.

1. Select the Volumes function submenu, click the Create Volume button.

[ Create votume
Advanced Please enter # volume name and cordgure the volume genaral seltings
Summary Voiume Name < (1)
Pool Name yol . (Avaiabie 2607 GB)
Capacity n e
Viaume Type

Selact RAID Volurme lor general RAD usage or Backup Volume for backup ussge such as the target volume of local clone or remote
rephcation

Nex: Cancer

Figure 109: Create a Volume in Thick Provisioning Pool Step 1

2. Enter a Volume Name for the pool. The maximum length of the volume name is 32
characters. Valid characters are [A~Z |a~z | 0~9 | -_<>].

3. Select a Pool Name from the drop-down list. It will also display the available capacity of
the pool.

4. Enter required Capacity. The unit can be selected from the drop-down list.

5. Select the Volume Type. The options are RAID Volume (for general RAID usage) and
Backup Volume (for the target volume of local clone or remote replication).

6. Click the Next button to continue.
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Create Volume

Volume Advanced Sottings
Advanced Plaase configure the volume advanced setiings
Summary Block Size 912 Byto
Prioaty

The prionity is the compariaon with the othar volumas
Background 1O Prionty :  Hig)

Background O priority will influence voluma initilization, rebuid, and migration
Erase Volume Data

o Ensble Cache Motw (Wiite-batk Cachs)
Write back optimizes the system speed but comes with the nek which the data may ba incdnsistent between the cache and disks in &
short time interval
Enable Video Editing Mode
Plaane anable it when tha application i in thi vides wdibng snvironment. It sacrifices a bit of performance but is stable

# Enable Read-ahead

The system wil identify what is needed naxt, based on the content just tetriaved from the disk: and then preload the data inta the disk's
buffer When the data to ba transmitted is continuous. this feature will improve performance
I Enable Fast RAID Rebulld

[ ek | Next 1 Gancel’ |

Figure 110: Create a Volume in Thick Provisioning Pool Step 2

Volume advanced settings can also be configured optionally in this step:

e Block Size: The options are 512 Bytes to 4,096 Bytes.

e Priority: The options are High, Medium, and Low. The priority compares to other
volumes. Set it as High if the volume has many I/O.

e Background I/O Priority: The options are High, Medium, and Low. It will influence
volume initialization, rebuild, and migration.

e Erase Volume Data: This option is available when the pool is thick provisioning. This
option will wipe out old data in volume to prevent that OS recognizes the old partition.
The options are Do Not Erase, Fast Erase which will erase the first 1GB data of the
volume, or Full Disk which will erase entire volume.

e Enable Cache Mode (Write-back Cache): Check to enable cache mode function of
volume. Write back optimizes the system speed but comes with the risk where the
data may be inconsistent between cache and disks in one short time interval.

e Enable Video Editing Mode: Check to enable video editing mode function. It is
optimized for video editing usage. Please enable it when your application is in video
editing environment. This option provides a more stable performance figure without
high and low peaks but slower in average.

e Enable Read-ahead: Check to enable the read ahead function of volume. The system
will discern what data will be needed next based on what was just retrieved fromdisk
and then preload this data into the disk's buffer. This feature will improve performance
when the data being retrieved is sequential.

e Enable Fast RAID Rebuild: This option is available when the pool is created in
protection RAID level (e.g., RAID 1, 3, 5, 6, 0+1, 10, 30, 50, and 60). For more
information, please refer to the chapter 8.5.5, Fast RAID Rebuild section.

Click the Next button to continue.
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Create Volume

General Configure Volume General Settings

Advanced Volume Name * Vol-1

Summary Pool Name Poot-1
Capacity 100 GB
Volume Type RAID Volume

Configure Volume Advanced Settings

Block Size 512 Byte
Priority : High
Background IO Priority High
Erase Volume Data Fast Erase
Cache Mode - Enabled
Video Editing Mode - Disabled
Read-ahead Enabled
Fast RAID Rebuild Disabled

| Back | Fnien cancel

Figure 111: Create a Volume in Thick Provisioning Pool Step 3

9. After confirmation at summary page, click the Finish button to create a volume.
10. The volume has been created. It will be initialized in protection RAID level (e.g., RAID 1,
3,5, 6,0+1, 10, 30, 50, and 60).

1

Vohuma Nama Status Hualth Capacity Volurma Type S50 Cache Snapshot Space Srapahots Clone Write Pool Name

v Vo1 (%) | Optmal | 10000 GEB  RAID Vblume Disabled omB /oMo 0 NA we Pool1

| Croate Voiume || Local Glone Optany |

Figure 112: A Volume in Thick Provisioning Pool is Created and Initializing

11. A volume has been created. If necessary, click Create Volume button to create another.

TIP:

ESOS supports instant RAID volume availability. The volume can be used
immediately when it is initializing or rebuilding.

TIP:

If the pool contains some disk drives of 4Kn type, it is not available to set
512, 1024, or 2048 block size. When the case happens, it will pop up a
warning message and suggest changing the block size to 4096.
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8.5.2. List Volumes

Select one of the volumes; it will display the related LUN Mappings if the volume is mapped.
The volume properties can be configured by clicking the functions button V¥ to the left side of
the specific volume.

Voume Nane Salus Heaith Capacity Volime Type S50 Cache Snapshet Space Scapahoty Clone Wne Posi Name |
000000 | RAD Vekime | Duatied | O MO MR

LUN Mappings

| Alowod Mossa  Taget  LUN  Permomon  Sessoms

0 0 Rens-anie 0

Craate Voure Lo Cooe Cutoes

Figure 113: List Volumes

This table shows the column descriptions.

Table 34: Volume Column Descriptions

Column Name Description

Volume Name The volume name.
The status of the volume:
e On-line: The volume is online.
. The volume is offline.
o The volume is being erased if the Erase Volume Data
option is set.
The volume is being initialized.
The volume is being rebuilt.
The volume is being migrated.
The volume is being rolled back.
The volume is being parity check.
The volume is being relocated.
The volume is being RAID EE rebuilt.

The health of the volume:
e Optimal: The volume is working well and there is no failed disk in

the RG..
e Failed: The pool disk of the volume has single or multiple failed
Health disks than its RAID level can recover from data loss.
. At least one disk from the pool of the volume is failed or

plugged out.
. The volume has experienced recoverable read errors.

After passing parity check, the health will become Optimal.

Status
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Column Name Description

Capacity The capacity of the volume.
The status of the SSD cache:
SSD Cache e Enabled: The volume is enabled SSD cache.

e Disabled: The volume is disabled SSD cache.
Used snapshot space / Total snapshot space. The first capacity is

Snapshot space current used snapshot space, and the second capacity is reserved
total snapshot space.

Snapshots The quantity of the snapshot in the volume.

Clone The target name of the clone volume.

The access right of the volume:
e WT: Write Through.

Write ¢ WB: Write Back.
e RO: Read Only.
Pool Name Which pool the volume belongs to.

8.5.3. Operations on Volumes
The options available in this tab:

Setup Local Cloning Options

Click the Local Cloning Options button to set the clone options. For more information, please
refer to the chapter 12.2.4, Local Cloning Options section in the Data Backup chapter.

Local Clone Options
Automatic Snapshot Space Allocation Ratio: @ 2 v
Automatic Snapshot Checkpoint Threshold: @ 50% v
Restart the task an hour later if it failed: ! Enabled

I oK H Cancel |

Figure 114: Local Cloning Options
LUN Mapping Operations

Click ¥ -> Map LUN to map a logical unit number to the volume. For more information about
map and unmap LUN, please refer to the chapter 8.6, Configure LUN Mappings section.
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Map LUN

Map a LUN (Logical Unit Number) to a volume.

Protocol: iSCSI \/

Volume Name: Vol-1(100 GB) v

Allowed Hosts: = i ]
Target: 0 v

LUN: LUN O A

Permission: ) Read-only ® Read-write

Figure 115: Map a LUN of iSCSI Connectivity

Click ¥ -> Unmap LUNSs to unmap logical unit numbers from the volume.

Unmap LUNs

Select the LUN(s) that you would like to unmap from this volume and click OK button.

Allowed Hosts Target LUN Permission Sessions Volume Name

|E | Cancel

Figure 116: Unmap LUNs

Snapshot Operations

Click ¥ -> Set Snapshot Space to set snapshot space for preparing to take snapshots. For
more information about snapshot, please refer to the chapter 12.1, Managing Snapshots
section in the Data Backup chapter.

Set Snapshot Space
Volume Name: Vol-1 Y

T Available: 2507GB
Capacity: 100 S8 T Minimum: 6GB
Free Capacity: 2507GB

Figure 117: Set Snapshot Space
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Click ¥ -> Take Snapshot to take a snapshot of the volume.
Click ¥ -> Schedule Snapshots to set the snapshots by schedule.
Click ¥ -> List Snapshots to list all snapshots of the volume.

Click ¥ -> Cleanup Snapshots to clean all snapshots of the volume and release the
snapshot space.

Local Clone Operations

Click ¥ -> Create Local Clone to set the target volume for clone. For more information about
local clone, please refer to the chapter 12.2, Managing Local Clones section in the Data
Backup chapter.

Create Local Clone

1

Volume Name Capacity Status Health Pool Name
. Target-Vol-2 110.00 GB Online Optimal Pool-1

1

ez

Figure 118: Create Local Clone

Click ¥ -> Clear Clone to clear the clone.

Click ¥ -> Start Clone to start the clone.

Click ¥ -> Stop Clone to stop the clone.

Click ¥ -> Schedule Clone to set the clone function by schedule.

Click ¥ -> Change Replication Options to change the clone to Replication relationship. For
more information about remote replication, please refer to the chapter 12.3, Managing
Remote Replications section in the Data Backup chapter.

SSD Cache Options

Click ¥ -> Enable SSD Cache to enable SSD cache for the volume. For more information
about SSD cache, please refer to the chapter 10, SSD Cache chapter.

Click ¥ -> Disable SSD Cache to disable SSD cache for the volume.
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Click ¥ -> Change Volume Properties to change the volume properties of the volume.

Change Volume Properties

Volume Name:

Vol-1 3]

Priority: ® High 7 Medium 7 Low

Background I/0O Priority: High ¥

Cache Mode: W) Write-through Cache '® Write-back Cache
Video Editing Mode: Disabled v ©
Read-ahead: Enabled v ©
Volume Type: RAID Volume v ©

Read-Cnly 0

oo [ csten |

Figure 119: Change Volume Properties

Reclaim Space with Thin Provisioning Pool

Click ¥ -> Space Reclamation to reclaim space from the pool when the volume is in a thin
provisioning pool. For more information about space reclamation, please refer to the chapter
9.2.1, Space Reclamation section in the Thin Provisioning chapter.

Verify Parity of the Volume

Click ¥ -> Verify Parity to execute parity check for the volume which is created by the pool
in parity RAID level (e.g., RAID 3, 5, 6, 30, 50, and 60). This volume can either be verified
and repaired or only verified for data inconsistencies. This process usually takes a long time

to complete.

Verify Parity

Verify the parity for volume Volume Vol-1

repair process will take longer.

This volume can either be verified and repaired or only verified for data inconsistencies. The verify and

'‘®  Verify and repair data inconsistencies.

Only verify for data inconsistencies.

B

Figure 120: Verify Parity
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Extend Volume Capacity

Click ¥ -> Extend Volume to extend the volume capacity. For more information, please refer
to the chapter 8.5.4, Extend Volume Capacity section.

Delete Volume

Click ¥ -> Delete to delete the volume. The related LUN mappings will also be deleted.

More Information of the Volume

Click ¥ -> More Information to show the detail information of the volume.

Extend Volume Capacity
Extend Volume function extends the capacity of the volume if there is enough free space.

Here’s how to extend a volume:

1. Select the Volumes function submenu, select a volume, and then click ¥ -> Extend
Volume.

2. Change the volume capacity. The capacity must be larger than the current, and then click
the OK button to start extension.

Extend Volume

Enter a capacity that you would like to extend. The capacity must be larger than the
current.

Capacity: 150 GB v

Free Space: 2397 GB

(o] ooee]

Figure 121: Extend Volume Capacity

3. If the volume needs initialization, it will display the status Initiating and the complete
percentage of initialization in Status.
4. It's done when the complete percentage reaches 100%.

Page 173 from 350



8.5.5.

eterio

data works

TIP:
The extension capacity must be larger than the current capacity.

TIP:

Extension cannot be executed during rebuilding or migration.

Fast RAID Rebuild

When executing rebuild, the Fast RAID Rebuild feature skips any partition of the volume
where no write changes have occurred, it will focus only on the parts that have changed. This
mechanism may reduce the amount of time needed for the rebuild task. It also reduces the
risk of RAID failure cause of reducing the time required for the RAID status from degraded
mode to healthy. At the same time, it frees up CPU resources more quickly to be available for
another I/0 and demands. For more information, please refer to the Fast Rebuild White Paper.

Enable Fast RAID Rebuild

Here is an example of enabling the Fast RAID Rebuild function when creating a volume.

Create Volume

Generat Volums Advanced Settiogs

Advanced Plaase configurs the volume advancad settings.

Summary Block Size 512 Byte
Pricety High
The priority 1 the comparison with the other volumes.
Background 1O Priodty ©  High
Background IO priority will influence volume initilization, rebulid. and migration
Erase Volume Data Fast Erase

¥ Enable Cache Mede (Write-back Cache}
Write back optimizes the systam speed but comes with the nisk which the data may be inconsistent between the cache and disks ina
short time intarval
Enable Video Editing Mode
Plaase enable it when the application is 1n the video ediing envitonment. It sacrifices a ba of perdormance but is stable

¥ Enable Read-ahead

The system will identify what 1s needed next. based on the content just retneved from the disk, and then preload the data info the disk's
buffer Whaoihe dalaio ke s L . this festure will improve performance.

l ¥ Enable Fast RAID Rebuild l

Back \ Next Cancel

Figure 122: Enable Fast RAID Rebuild When Creating a Volume
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Fast RAID Rebuild Notices
Here are some notices about Fast RAID Rebuild.

e  Only athick provisioning pool supports enabling/disabling this feature, a thin provisioning
pool has included this feature and set as enabled by default.

o When arebuild occurs in a fast rebuild volume, clean partitions are not rebuilt since there
are no data saved there. Though clean partitions are never rebuilt, their health status is
good.

o If all partitions of the fast rebuild volume are clean, then no rebuild would happen and no
event would be sent.

e The RAID stacks could not use optimize algorithm to compute parities of a partition which
is not rebuilt. Thus, the performance of random write in a clean partition would be worse.

CAUTION:
Disabling Fast RAID Rebuild function is recommended when the access

pattern to the volume is random write.

8.6. Configure LUN Mappings

Select the LUN Mappings function submenu to map, unmap or view the status of LUN
(Logical Unit Number) for each volume.

{‘_.‘3 STORAGE MANAGEMENT
Disks
Poois
Volumes
LUN Mappings
SSD Cache

Figure 123: Pools Function Submenu
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Map a LUN of iSCSI Connectivity

Here’s an example of mapping a LUN of iSCSI connectivity.

1. Select the LUN Mappings function submenu, click the Map LUN button.

Map LUN

Map a LUN (Logical Unit Number) to a volume.

Protocol: iSCSI v

Volume Name: Vol-1(100 GB) v

Allowed Hosts: £ O { Add Host
Target: 0 v

LUN: LUN O A

Permission: Read-only ® Read-write

Figure 124: Map a LUN of iSCSI Connectivity

2. Select the Protocol as iSCSI.

Select a Volume from the drop-down list.

Enter the Allowed Hosts with semicolons (;) or click the Add Host button to add one by
one. Fill-in wildcard (*) for access by all hosts.

Select a Target from the drop-down list.

Select a LUN from the drop-down list.

Select a Permission level, normally set it as Read-write.

Click the OK button to map a LUN.

»w

© N O

The matching rules of access control are followed from created time of the LUNs. The earlier
created LUN is prior to the matching rules. For example: there are two LUN rules which are
set to the same volume:

1. Allow Hosts sets *, LUN is LUN O
2. Allow Hosts sets ign.hostl, LUN is LUN 1

The host ign.host2 can login successfully because it matches the rule 1.
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Wildcard * and ? are allowed in this field.

e Wildcard * can replace any word.
e Wildcard ?: can replace only one character.

For example:

e ign.host? ->ign.hostl and ign.host2 are accepted.
e ign.host* -> ign.hostl and ign.host12345 are accepted.

This field cannot accept comma, so ign.hostl, ign.host2 stands a long string, not two ign’s.

8.6.2. Map a LUN of Fibre Channel Connectivity
Here’s an example of mapping a LUN of fibre channel connectivity.

1. Select the LUN Mappings function submenu, click the Map LUN button.

Map LUN

Map a LUN (Logical Unit Number) to a volume.

Protocol: FCR .3

Volume Name; Vol-1{100 GB) b4

Allowed Hosts: . & | Add Host
Target: 2006001 378FF8800 ¥

LUN: LUNO v

Permission: Regd-only '® Read-write

Link Reset: Yes '® No

I OK H Can'cel'i

Figure 125: Map a LUN of FC Connectivity

2. Select the Protocol as FCP (Fibre Channel Protocol).

3. Select a Volume from the drop-down list.

4. Enter the Allowed Hosts with semicolons (;) or click the Add Host button to add one by
one. Fill-in wildcard (*) for access by all hosts.

5. Select a Target from the drop-down list.

6. Select a LUN from the drop-down list.
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7. Select a Permission level. Normally set it as Read-write.
8. Set Link Reset to Yes if the fibre channel needs to reset when it is connected.
9. Click the OK button to map a LUN.

8.6.3. List LUN Mappings

List all LUN mappings in this page. The LUN properties can be configured by clicking the
functions button to the left side of the specific LUN.

Allowed Hosts Target LUN Permission Sessions Volume Name

0 0 Read-write 0 Vol-1

[ Map LUN

Figure 126: List LUN Mappings

This table shows the column descriptions.

Table 35: LUN Mapping Column Descriptions

Column Name

Description

The target of FC /iSCSI for access control or a wildcard (*) for access
Allowed Hosts
by all hosts.
Target The target numbers.
LUN The logical unit number which is mapped.
The permission level:
Permission e Read-write
e Read-only
Sessions The quanti_ty of the activg iISCSI connection linked to the logical unit.
Show N/A if the protocol is FCP.
Volume Name The name of the volume assigned to this LUN.
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Operations on LUN Mappings
The options are available on this tab:

Unmap a LUN

Click ¥ -> Unmap LUN to unmap a logical unit number from the volume.

Connect by Host Initiator

After map a LUN to a volume, the host can connect the volume by initiator program. We
provide some documents of host connections for reference. The documents are available at
the website:

e How to Configure iSCSI Initiator in Microsoft Windows
o How to Configure iSCSI Initiator in ESXi 6.x
e Implement iSCSI Multipath in RHEL 6.5

Disk Roaming

Disks can be re-sequenced in the same system or move all member disks in the same pool
from system-1 to system-2. This is called disk roaming. System can execute disk roaming
online. Please follow these steps.

Select the Pools function submenu, selects a pool. And then click ¥ -> Deactivate.
Click the OK button to apply. The Status changes to

Move all member disks of the pool to another system.

In Volumes tab, select the pool. And then click ¥ -> Activate.

Click the OK button to apply. The Status changes to Online.

akwdE

Disk roaming has some constraints as described in the following.

1. Check the firmware version of two systems first. It is better for both systems to have the
same firmware version or the firmware version of the system-2 is newer.

2. All physical disks of the pool should be moved from system-1 to system-2 together. The
configuration of both pool and volume will be kept but LUN configuration will be cleared to
avoid conflict with the current setting of the system-2.
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Thin Provisioning

9.1.

This chapter describes an overview and operations of thin provisioning.

Overview

Nowadays, thin provisioning is a hot topic people talk about in IT management and storage
industry circles. To contrast thin provisioning, it naturally comes to mind with the opposite term
—thick or fat provisioning, which is the traditional way IT administrators allocate storage space
to each logical volume that is used by an application or a group of users. When it comes to
the point of deciding how much space a logical volume requires for three years or for the
lifetime of an application, it's hard to make the prediction correctly and precisely. To avoid the
complexity of adding more space to the volumes frequently, IT administrators might as well
allocate more storage space to each logical volume than it needs in the beginning. Therefore,
it's called thick or fat provisioning. Usually it turns out that a lot of free disk space is sitting
around idle. This stranded capacity is wasted, which equals to waste of investment in drives,
energy usage, and general inefficiency. Various studies indicate that as much as 75% of the
storage capacity in small and medium enterprises or large data centers is allocated but
unused. And this is where thin provisioning kicks in.

Actual data
Volume A

Physical space

Available space

|

VolumeB

Whole
System

Figure 127: Traditional Thick Provisioning
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Thin provisioning sometimes is known as just-in-time capacity or over allocation. As the term
explains itself, it provides storage space dynamically on demand. Thin provisioning presents
more storage space to the hosts or servers connecting to the storage system than is physically
available on the storage system. To put it in another way, thin provisioning allocates storage
space that may or may not exist. The whole idea is another way of virtualization. Virtualization
is always about a logical pool of physical assets and provides better utilization over those
assets. Here the virtualization mechanism behind thin provisioning is storage pool. The
capacity of the storage pool is shared by all volumes. When write requests come in, the space
will be drawn dynamically from this storage pool to meet the needs.

Actual data
Physical space

Thin provisioning space

Disks not purchased

Figure 128: Thin Provisioning

Thick Provisioning vs. Thin Provisioning

The efficiency of thin or thick provisioning is a function of the use case, not of the technology.
Thick provisioning is typically more efficient when the amount of resource used very closely
approximates to the amount of resource allocated. Thin provisioning offers more efficiency
where the amount of resource used is much smaller than allocated, so that the benefit of
providing only the resource needed exceeds the cost of the virtualization technology used.

T

Yo Available space
I i |thatcanbe
I allocated to other
— resources.
T
Volume A
VolumeB ]

Volume B

Figure 129: Benefits of Thin Provisioning
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Theory of Operation

Thin provisioning, in a shared-storage environment, provides a method for optimizing
utilization of available storage. It relies on on-demand allocation of blocks of data versus the
traditional method of allocating all the blocks up front. This methodology eliminates almost all
whitespace which helps avoid poor utilization rates.

With thin provisioning, storage capacity utilization efficiency can be automatically driven up
towards 100% with very little administrative overhead. Organizations can purchase less
storage capacity up front, defer storage capacity upgrades in line with actual business growth,
and save the operating costs (electricity and floor space) associated with keeping unused disk
capacity spinning.

Thin Provisioning Architecture

A thin provisioning pool is a collection of disk groups which contain disk drives and made up
a RAID. Similarly, a storage pool is grouped to provide capacity for volumes. Volumes are
then allocated out of the storage pool and are mapped to LUN which can be accessed by a
host system. The following is the storage architecture of a thin provisioning pool.

Hosts Rl T el Sl el == o ST SR - o o o
FC
MPO

Pools
Disk Groups
Disks

Figure 130: Storage Architecture of Thin Provisioning Pool
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Disk groups which contain disk drives can be added to a thin provisioning pool at any time to
increase the capacity of the pool. A thin provisioning pool can have up to 32 disk groups with
each disk group containing up to 64 disk drives. And the maximum disk drive quantity in a
pool is 256. The maximum addressable capacity of each disk group is 64TB. So, the maximum
capacity in a system is 256 TB. For more information about pool operation, please refer to the
chapter 9.3, Configuring Thin Provisioning Pools section.

Table 36: Thin Provisioning Pool Parameters

Item Value

Maximum disk group quantity in a pool 32
Maximum disk drive quantity in a disk group (include dedicated spares) | 64

Maximum RAID EE spare quantity in a disk group 8
Maximum disk drive quantity in a pool (include dedicated spares) 256
Maximum pool quantity per system 64
Maximum dedicated spare quantity in a pool 8
Maximum addressable capacity of a disk group 64TB
Maximum addressable capacity of a thin provisioning pool 256TB
Maximum addressable capacity of total thin provisioning Pools (include

auto tiering pools) 1,024TB
Provisioning granularity 1GB

Space Reclamation

Previously allocated, but currently unused volume space can be reclaimed in disk pools after
all data within a granularity have been deleted from volumes by hosts. Data must be
permanently deleted to be considered as unused space. The unused space is returned to the
pool.

Like the manual operation of reclaiming volume pace is the auto-reclamation process, which
is the continual process of automatically reclaiming spaces that are "not in use" or "zeroed-
out" and returning them to the pool without user intervention. The auto-reclamation process
has some benefits over running the manual operation. For more information about the
operation, refer to the chapter 9.4.1, Create a Volume in a Thin Provisioning Pool section.
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Thin Provisioning Policies

Because thin provisioning is just-in-time capacity or over allocation, thin provisioning polices
have been designed to warn in advance. There are 6 levels of threshold percentage and the
default values defined as the following table.

Table 37: Thin Provisioning Policies and Default Values

No. Threshold ‘ Level Action
1 60% Information Take no Action
2 70% Information Take no Action
3 80% Information Take no Action
4 85% Warning Reclaim Space
5 90% Warning Delete Snapshots
6 95% Warning De-activate Pool

When the used capacity of the thin provisioning pool reaches 60%, the system will send an
event with information level to inform users. This is the same as 70% and 80%. To 85%, in
addition to the system issued an event with warning level, but also began to implement space
reclamation. After reaching 90%, it starts deleting the shapshot to keep the incoming data
space. If it reaches 95%, the pool will be deactivated to avoid data loss.

The event log levels and actions can be changed when the usage of the pool capacity reaches
the threshold. For more information about the operation, refer to the chapter 9.3.3, Operations
on Thin Provisioning Pools section.

CAUTION:
Please always watch the system logs of thin provisioning pool. If the used

capacity of the thin provisioning pool reaches 95%, the system will
deactivate the pool to avoid data loss. So, the host cannot access the pool
at this time. You must expand the pool capacity, and then activate the pool
to resolve the issue.
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9.3. Configure Thin Provisioning Pools

This section will describe the operations of configuring thin provisioning pool.

D STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache
Figure 131: Pools Function Submenu

9.3.1. Create a Thin Provisioning Pool

Here is an example of creating a thin provisioning pool with 4 disks configured in RAID 5. At
the first time of creating a thin provisioning pooal, it contains a disk group and the maximum
quantity of disk in a disk group is 64.

1. Select the Pools function submenu, click the Create Pool button. It will scan available
disks first.

TIP
g It may take 20 ~ 30 seconds to scan disks if your system has more than 200
disk drives. Please wait patiently.
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Create Pool
Genent |- Poot Typs
Disk Selecbon | Pleasa salect a poot type
RAID Configuration Thick Provisioning
Disk Propetties #' Thin Provisioning
Summary

Pool Praperties
Please enter a pool name and select preferrad controlier setting
Pool Name Rl 2 (1}
Preferrad Controfier Controfler 1
The 70 resources will be managed by the preferred controliar which you specified
SED Pool
I Enable SED Poo!

Enabling SED poot will use the secure SEDs to create a pool. Intermixng SEDs and non-SEDs are not supported in a pool.

| Next | Cancel

Figure 132: Create a Thin Provisioning Pool Step 1

Select the Pool Type as Thin Provisioning.

Enter a Pool Name for the pool. The maximum length of the pool name is 16 characters.
Valid characters are [ A~Z |a~z | 0~9 | -_<>].

Select a Preferred Controller from the drop-down list. The backend I/O resources in this
pool will be processed by the preferred controller which you specified. This option is
available when dual controllers are installed.

Check the Enable SED Pool checkbox. Enabling SED pool will use the secure SEDs to
create a pool. Intermixing SEDs and non-SEDs are not supported in a pool.

Click the Next button to continue.

Cavats ool
wihod Sadoct Divks
[ilak Npbecticn Plaays ohoct ek 4 aded @ dosk (roup @ Wi provisamng ook The somiunm quanbty of disk m # ek group w 64
RAG Configuration | Enclosure D 0 (Head Unit: 4224L)
ok Propertes Enclosure 10 Siol m-.m'n Capaciy On Type i Martac s Mossed
Summary | ¢ § Chtond W2 GE | SAS S5012 DGy SEAGATR STA00F MODHS
o 2 Goor IDGH | KASSS0 12 DG BEAGATE STA00F MO5S
( (] G 7236 GB | RAS S80 12 D00 SEAGATE BTAOFMO08S
0 4 < SAR S0 12 D0k BEAGATE KTA00FMO053
o s s SAS S50 12 (O MICRON 883000900
0 # i EAS 88D 12 0Gbla MICRON LR
( ? i TAAGE GH | BAS S50 12 0Ghs MICRON SANKIC-HI0
o ] ekt TA4 06 GR | BAS B0 12 (e MICRON SRI00 400
[# o ] nd 106 1R KAS HOD 12 DGt SEAGATE ST1200MMD08S
; w0 0 oo 1 (6 TB SAS HDD 12 0GIws SEAGATE ST1200MMO08S
¢ 0 1t widh 10978 SAS HOD 12 0GWs SEAGATE ST1200MMO0088
¥ .0 12 o 105 TR SAS HDD 12.001's SEAGATE AT 200MMO0BE
| 0 1 Good 548 NL-BAS MDD 12.00b/s  SEAGATE STEO00NMOD 14
o 1“4 aad L6 TR NE-SAS MO 12 06k | SHAGATY STHOOONMOD 14
.8 -} Sinag S4B TR | NLSASHOD 120Gk | SEAGATE  STEOOONMOOSS bl
| Dack sl Cancal

Figure 133: Create a Thin Provisioning Pool Step 2
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7. Please select disks for pool. The maximum quantity of disk in a disk group is 64. Select
an Enclosure ID from the drop-down list to select disks from expansion enclosures.
8. Click the Next button to continue.

Croate Poot

Copliguiatian

N Buteottan Plaasa select 8 RAID jovel

HAID Contigumion)  EAI Level RG-S
Disk Propenien Cunntity of SAS Diaks

Burmerary

[ e e || canea

Figure 134: Create a Thin Provisioning Pool Step 3

9. Select a RAID Level from the drop-down list which lists available RAID level only
according to the disk selection. And select a Quantity of Subgroups if the combination
RAID level is selected.

10. Click the Next button to continue.

Cosale Poud

PRodie (onfypne The 382 (romerey
#@ Eroble Dow Virew Cache

Trohinng da% arin AN W ATy a0l (X Badarance hut Mg IR D6s Wi B tikse
# Erable Cot Rend-sveas

Tt o pruiiad AVIE 1) DA aMie Daman] 26 ey (e td St T et s ot ofws Ty e e e atare A of
St €t (A Y e

Semvvany

+ Eratie Ok Command Qussng
Bt Tr A Lmeranth I 8 e 88 SO N rrgee pavieanee

Eratie Dok Sunary
The Arikcs ast 3007 Bue Sof pon Wi RN They e e for & peoad of Ire sttiederg 1 e detkng

Dk Starcity

T el Castw

Figure 135: Create a Thin Provisioning Pool Step 4

11. Disk properties can also be configured optionally in this step:

e Enable Disk Write Cache: Check to enable the write cache option of disks. Enabling
disk write cache will improve write I/O performance but have a risk of losing data when
power failure.

e Enable Disk Read-ahead: Check to enable the read-ahead function of disks. System
will preload data to disk buffer based on previously retrieved data. This feature will
efficiently improve the performance of sequential data retrieved.
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e Enable Disk Command Queuing: Check to enable the command queue function of
disks. Send multiple commands to a disk at once to improve performance.
e Enable Disk Standby: Check to enable the auto spin down function of disks. The
disks will be spun down for power saving when they are idle for the period specified.
12. Click the Next button to continue.

Crezte Pool
Podt Ty Ton Provesang
y  Pod bame Pogi?
Preforsd Costoler Contcler 1
RAD Lz o
Guarkdy o 385 Ois 1
Disc Wres Cacke Enstied
Desk Read-ahsad Enstied
Desk Command Qusur Enstisd
Desk Seandoy D=abiss
|
Dach L Sl

Figure 136: Create a Thin Provisioning Pool Step 5

13. After confirmation of info on the summary page, click the Finish button to create a pool.

Pool Name Sustus Health Total Free Avadable Thin Proasomng Entryphon Vohumes Current Controfes
v Peold riine ed  3TTE AJWTB A]TB Disatried 0 Controlier 1

Create Stal

Figure 137: A Thin Provisioning Pool is Created

A pool has been created. If necessary, click the Create Pool button again to create others.

List Thin Provisioning Pools

Click a pool; it will display the related disk groups. Similarly, click a disk group; it will display
the related disk drives. The pool properties can be configured by clicking the functions
button ¥ to the left side of the specific pool.
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Disk Groops
No  Status  Heatty  Total Free RAID  DisksUsed  RAID EE Spares

am

120TH | RAIDE | 4

Draks

[ Enclosums 10 Sion Status Haalth Capacily Dusk Type Manufactune: Madel

© 9 Onles | Good  109TB  SASHDD120Gbs  SEAGATE  ST1200MMO0S3 |
0 0 Onlns Good 10978 SASHODD 120Gbfs  SEAGATE ST1200MM0088
0 " Oniine Good 1976 SASHOD 120G/ SEAGATE ST1200MMOCSS

l o 12 Onine Good 1@Te SASHDD 120Gb/s  SEAGATE ST1200MMCCS3

| Create Pool

Figure 138: List Thin Provisioning Pools

This table shows the column descriptions.

Table 38: Pool Column Descriptions

Column Name Description

Pool Name The pool names.
The status of the pool:
e On-line: The pool is online.
° The pool is offline.
Status o The pool is being rebuilt.
° The pool is being migrated.
o The pool is being relocated.
. The pool is being RAID EE rebuilt.
The health of the pool:
e Good: The pool is good.
Health e Failed: The pool is failed.
o The pool is not healthy and not complete. The reason
could be missing or failed disks.
Total Total capacity of the pool.
Free Free capacity of the pool.
Available Available capacity of the pool.

Thin Provisioning

The status of Thin provisioning:
e Disabled.
e Enabled.

The Data Secure Mode:

Encryption e Disabled: The pool is not encrypted.
e Enabled: The pool is encrypted.
Volumes The quantity of volumes in the pool.

Current Controller
(This option is only
visible when dual
controllers are
installed.)

The current running controller of the pool.

Page 189 from 350




9.3.3.

terio

data works

Table 39: Disk Column Descriptions

Column Name Description

Enclosure 1D The enclosure ID.

Slot The position of the disk drive.

The status of the disk drive:

On-line: The disk drive is online.

e Missing: The disk drive is missing in the pool.

o The disk drive is being rebuilt.

° The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

° The disk drive is being scrubbed.

° The disk drive has been checked the disk health

. The disk drive is being copied back.

The health of the disk drive:

e Good: The disk drive is good.

Health e Failed: The disk drive is failed.

. S.M.A.R.T. error alerts.

° The disk drive has unrecoverable read errors.

Capacity The capacity of the disk drive.

The type of the disk drive:

Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

e [12.0Gh/s | 6.0Gb/s | 3.0Gh/s | 1.5Gb/s ]

Manufacturer The manufacturer of the disk drive.

Model The model name of disk drive.

Status

Operations on Thin Provisioning Pools

Most operations are described in the Configuring Storage Pools section. For more
information, please refer to the chapter 8.4.3, Operations on Thick Provisioning Pools section.
We describe the operations about thin provisioning in the following.

Change Thin Provisioning Policy of the Pool

Click ¥ -> Change Thin Provisioning Policy in pools to change the policies of the thin
provisioning pool. There are 6 levels of threshold percentage and the default values defined.
The event log levels and actions can be changed when the usage of the pool capacity reaches
the threshold. For more information, please refer to the chapter 9.2.3, Thin Provisioning
Policies section
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Change Thin Provisioning Policy

No Threshold Level Action

1 60% Information ¥ Take no Action v
2 70% Information v Take no Action v
3 80% Information ¥ Take no Action ¥
4 85% Warning v Reclaim Space v
5 90% Warning v Delete Snapshots v
6 95% Warning v De-activate Pool v

e

Figure 139: Change Thin Provisioning Policy

Table 40: Thin Provisioning Policy Column Descriptions

Column Name ‘ Description

Threshold The threshold of the pool.
Define the event log level when the usage of the pool reaches the
threshold. The options are:
Level ¢ Information
e Warning
e FError
Action to take on the system when the usage of the pool reaches
the threshold. The options are:
e Take no Action
¢ Reclaim Space
e Delete Snapshots
e De-activate Pool

Action

Add a Disk Group into the Pool

Click ¥ -> Add Disk Group in one of pools to add another disk group into the pool. For more
information, please refer to the chapter 9.3.4, Add a Disk Group in a Thin Provisioning Pool
section.

If the auto tiering license is enabled, you can click ¥ -> Add Disk Group in one of pools to
transfer from the thin provisioning pool to auto tiering pool. For more information, please refer
to the chapter 11.7, Transfer to Auto Tiering Pool section.
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Figure 140: Transfer Thin Provisioning Pool to Auto Tiering

CAUTION:

The action of transferring from the thin provisioning pool to auto tiering is
irreversible. Carefully consider the consequences before making this
change.

Move Disk Group Member Disks

Click ¥ -> Move Disk Group in disk group to move the member disks of disk group to other
disk drives. Select disks and then click the OK button.
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TIP:

The capacity after moving must be larger than the current capacity.

9.3.4. Add a Disk Group in a Thin Provisioning Pool

The Add Disk Group function adds a disk group to a pool to increase the capacity.

Hosts

Mappings

Volumes

Pools

Disk Group 1

Disk Groups

Disks

Disk Group 2

Figure 142: Add a Disk Group in a Thin Provisioning Pool
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Here is an example of adding a disk group into a thin provisioning pool with 2 disks configured
in RAID 1.

1. Select a pool, click ¥ -> Add Disk Group to add a disk group in a thin provisioning pool.

| Add Disk Groep

l Pool Type

| Thn Provisioning Enabled

|- BRI Leval

; Please select 2 RAID level

| RAIDLew! : ‘

Plegse salect disks padd adisk g diskinadskgowp s 63

‘ Enciosre ID |

| [2 oD Su  Hramee e Mandocirer  Mooel

| £ @ 1 2 SSD 126Gbés SEAGATE ST400FM0053

< 0 2 SSD 120G0’s SEAGATE ST400FMDO53

’ SN 3 SSD 1259Gb's SEAGATE ST400FM0053
g 4 SS0 120Go's SEAGATE ST400FMD053

’ g 5 7 : SASSSD 120Gb's MICRON S6300C-300
[} 8 Good 74436GB SASSSD 120Gb's MICRON S6300C-300
g 7 Sond T4£96GE SASSSC120Gh's MICRON S6300C-500
) 2 Good 74496 GB  SASSSD 120Gb's MICRON $6300C-808
0 13 Sood 54578 NL-SASHDD 12 0G5 SEAGATE STEOOONNIDOT4
[ 4 Good 54678 NL-SAS HDD 120Gbis SEAGATE STEODONMDO14
Q 15 Bood 54578 NL-SAS HDOD 12 0Ga's SEAGATE STEOOONNMDD14
g 1% Gaad 54678 NL-SAS HDO 12 0Gb% SEAGATE STEODONID0 14

"ok || Caes

Figure 143: Add a Disk Group to a Thin Provisioning Pool

2. Select a RAID Level from the drop-down list and select a Quantity of Subgroups if the
combination RAID level is selected.

3. Select disks to add into a disk group. The maximum quantity of disk in a disk group is 64.
Select an Enclosure ID from the drop-down list to select disks from expansion enclosures.

4. Click the OK button to add a disk group into the pool.
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Figure 144: A Disk Group is Added

5. Adisk group has been added into the pool.

TIP:

If auto tiering license is enabled, the thin provisioning pool without disk group
of mixed disk type can be transferred to the auto tiering pool by Add Disk
Group option. Please refer to the chapter 11.6.2, Transfer from Thin
Provisioning Pool to Auto Tiering section.

Configure Volumes

This section will describe the operations of configuring volume in a thin provisioning pool.

Create a Volume in a Thin Provisioning Pool
Here is an example of creating a volume of thin provisioning pool.

1. Select the Volumes function submenu, click the Create Volume button.
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 Croate Volume

Gonornl Volume Ganmeal Settings
Advanced Pleass anter & valume name and configure the volume general settings
Summary Volume Name Val-2 (1]

Poal Name Va2 . {Avallable 262144 GB)

Capacity 100 Ge v

Volume Type RALD Volume X

Select RAID Volume for general RAID usage or Backup Volume for backup usage such as the target volume of local clone of remote
replication

Mext || Cancel |

Figure 145: Create a Volume in Thin Provisioning Pool Step 1

Enter a Volume Name for the pool. The maximum length of the volume name is 32
characters. Valid characters are [A~Z |a~z | 0~9 | -_<>].

Select a Pool Name from the drop-down list. It will also display the available capacity of
the pool.

Enter required Capacity. The unit can be selected from the drop-down list.

Select Volume Type. The options are RAID Volume (for general RAID usage) and
Backup Volume (for the target volume of local clone or remote replication).

Click the Next button to continue.

Create Volume
Ganeral Volume Advenced Settings
Advanced Please configure the volume advanced seftings
Summary Block Size 512 Byte .
Prionity High v
The pnonty is the companson with the other volumes
Background ¥O Prionty - High v
Background VO prority will influence volume initi  rebuiid, and migs
¥ Enable Cache Mode {Wnite-back Cache}
Write back optimizes the system spead but comes with the nisk which the dala may be inconsistent between the cache and disks ina
short time interval
Enable Video Ediing Mode
Please enable it when the applicaton is in the wdeo editing environment. It sacrfices a bit of performance but is stable
« Enable Read-ahead
The system wil dentfy what 1s needed next based on the contant st retneved from the disk and then preload the data into the disk's |
buffer When the data to be transmitted 1s continuous this feature will improve performance
¥ Enable Space Reclamaton
Back | Next || Concal

Figure 146: Create a Volume in Thin Provisioning Pool Step 2
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Volume advanced settings can also be configured optionally in this step:

Block Size: The options are 512 Bytes to 4,096 Bytes.

Priority: The options are High, Medium, and Low. The priority compares to other
volumes. Set it as High if the volume has many I/O.

Background I/O Priority: The options are High, Medium, and Low. It will influence
volume initialization, rebuild, and migration.

Enable Cache Mode (Write-back Cache): Check to enable cache mode function of
volume. Write back optimizes the system speed but comes with the risk where the
data may be inconsistent between cache and disks in one short time interval.

Enable Video Editing Mode: Check to enable video editing mode function. It is
optimized for video editing usage. Please enable it when your application is in video
editing environment. This option provides a more stable performance figure without
high and low peaks but slower in average.

Enable Read-ahead: Check to enable the read ahead function of volume. The system
will discern what data will be needed next based on what was just retrieved from disk
and then preload this data into the disk's buffer. This feature will improve performance
when the data being retrieved is sequential.

Enable Space Reclamation: Check to enable the space reclamation function of the
volume when the pool is thin provisioning. For more information about space
reclamation, please refer to the chapter 9.2.2, Space Reclamation section.

Click the Next button to continue.

Create Volume

General Configure Volume General Settings

Advanced Volume Name : Vol-2

Summary Pool Name - Pool-2
Capacity 100 GB
Volume Type RAID Volume

Configure Volume Advanced Settings
Block Size : 512 Byte
Prierity High
Background 1O Priority High
Cache Mode Enabled
Video Editing Mode Disabled
Read-abead Enabled
Space Reclamation : Enabled
Back | Finish | Cancel

Figure 147: Create a Volume in Thin Provisioning Pool Step 3

9. After confirmation at summary page, click the Finish button to create a volume.
10. The volume has been created. It will be initialized in protection RAID level (e.g., RAID 1,
3,5, 6, 0+1, 10, 30, 50, and 60).
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Figure 148: A Volume in Thin Provisioning Pool is Created

11. A volume has been created. If necessary, click the Create Volume button again to create
others.

TIP
g ESOS supports instant RAID volume availability. The volume can be used
immediately when it is initializing or rebuilding.

TIP

g If the pool contains some disk drives of 4Kn type, it is not available to set
512, 1024, or 2048 block size. When the case happens, it will pop up a
warning message and suggest changing the block size to 4096.

List Volumes and Operations on Volumes

Most operations are described in the chapter 8.5, Configuring Volumes section. For more
information about list volume, please refer to the chapter 8.5.2, List Volumes section. For
more information about operations on volumes, please refer to the chapter 8.5.3, Operations
on Volumes section. We describe the operations about thin provisioning in the following.

Change Volume Properties

Click ¥ -> Change Volume Properties to change the volume properties of the volume.
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Change Volume Properties
Volume Name: Vol-2 &
Priority: ® High . Medium 7 Low
Background I/O Priority: High ¥
Cache Mode: ) Write-through Cache '® Write-back Cache ‘' Read-Only o
Video Editing Mode: Disabled v ©
Read-ahead: Enabled v ©
Space Reclamation: Enabled v
Volume Type: RAID Volume v ©

‘ OK H Cancel ‘

Figure 149: Change Volume Properties

Reclaim Space with Thin Provisioning Pool

Click ¥ -> Space Reclamation to reclaim space from the volume when the volume is in a
thin provisioning pool. For more information about space reclamation, please refer to the
chapter 9.2.2, Space Reclamation section.

Configure LUN Mappings and Connect by Host
Initiator

Next step, you can configure LUN mapping and connect by host initiator. For more information
about LUN mapping, please refer to the chapter 8.6, Configure LUN Mappings section. For
more information about host initiator, please refer to the chapter 8.7, Connect by Host Initiator
section.
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SSD Cache

10.1.

This chapter describes an overview and operations of SSD cache. Now we provide two cache
types, SSD read cache and read-write cache.

Overview

Traditionally, data has been stored on traditional rotating memory, or HDDs (Hard Disk Drives)
and SSDs (Solid-State Drives) are mainly used for mission-critical applications that demand
high-speed storage systems, however, tend to be costly. In recent years, the capacity of HDDs
has increased, but their random 1/O (Input / Output) has not kept pace. For some applications
such as web commerce, clouds, and virtualization that require both high capacity and
performance, HDDs, though capacious, simply are not fast enough and SSDs have increased
capacity and have declined in cost, making them more attractive for caching in SAN storage
networks.

Smart Response Technology (also known as SSD cache technology) leverages the strengths
of both HDDs and SSDs, to cost-effectively meet the capacity and performance requirements
of enterprise applications. Data is primarily stored on HDDs while SSDs serve as an extended
HDD memory cache for many I/O operations. One of the major benefits of using SSD cache
is the improved application performance, especially for workloads with frequent I/O activity.
The read data of an application that is frequently accessed is copied to the SSD cache; the
write data is stored to the SSD cache temporary and then flush to HDDs in bulk. So the
application receives an immediate performance boost. Eterio SSD cache enables applications
to deliver consistent performance by absorbing bursts of read/write loads at SSD speeds.

Another important benefit is improved TCO (Total Cost of Ownership) of the system. SSD
cache copies the hot or frequency of data to SSDs in chunks. By offloading many if not most
of the remaining IOPS after SSD cache, the user can fill the remainder of their storage needs
with low cost, high capacity HDDs. This ratio of a small amount of SSD paired with a lot of
HDD offers the best performance at the lowest cost with optimal power efficiency.

Generally, SSD read cache is particularly effective when:

e Reads are far more common than writes in the production environment, common in live
database or web service applications.

e The inferior speeds of HDD read cause performance bottlenecks.

e The amount of repeatedly accessed data is smaller than the capacity of the SSD cache.
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Figure 150: SSD Read and Write Cache

SSD read-write cache is particularly effective when:

e Reads and writes mix in the production environment, common in file service applications.

e The inferior speeds of HDD read and write cause performance bottlenecks.

e Same as SSD read cache case; the size of repeatedly accessed data is smaller than the
capacity of the SSD cache.

e Willing to take a little risk to increase write performance because it’s write cache buffering
at SSD cache pool. Of course, these write data in SSD cache can be used at the next
read.

Page 201 from 350



10.2.

10.2.1.

terio

data works

Theory of Operation

SSD cache allows an SSD to function as read cache or write buffer for a HDD volume. In SSD
read cache, it is a secondary cache that improves performance by keeping frequently
accessed data on SSDs where they are read far more quickly than from the HDD volume.
When reads or writes are performed, the data from the HDDs are copied into the SSD cache.
Although the data is duplicated to SSD cache pool, it does not matter if the read cache pool
is corrupted.

In SSD write cache, SSDs are a write buffering storage that improves performance by storing
the write data in SSDs temporary where they are write far more quickly than to the HDD
volume. And then the write data will be flushed to the HDD volume at the appropriate time. It
may take risk of losing data during the period that the write data is stored in SSD cache if the
SSD cache pool is corrupted. The write data has not yet written back to the HDD volume. So,
the read-write cache pool needs data protection to protect the write data.

CAUTION:

Using SSD read-write cache may take risk of losing data if the SSD cache

pool is corrupted. User must monitor the health of the SSD cache pool
carefully.

System Memory and SSD Cache Capacity

SSD cache function needs system memory to store metadata. The usable capacity of SSD
cache is in proportion to the size of the controller system memory. The following table is the
relationship between the system memory per controller and the maximum SSD cache
capacity.

Table 41: The Relationship between System Memory and SSD Cache Capacity

System Memory per Controller Maximum SSD Cache Capacity per System
4GB X (Not Support)
8GB ~ 15GB 2TB
16GB ~ 31GB 4TB
32GB ~ 63GB 8TB
64GB ~ 127GB 16TB
128GB 32TB
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CAUTION:

0 SSD cache function is not supported when the system memory is under 8GB
per controller.

10.2.2. SSD Cache Pool Architecture

A SSD cache pool is grouped to provide capacity for SSD cache usage of a dedicated storage
pool. The maximum SSD cache pool quantity per system (either dual controller or single
controller) is 4. The following is the storage architecture of SSD cache pool.

Pools
SSD Cache Pool 2 o
SSD Cache Cache
T
o (NRAID 14)
sso

SSD Groups Oroug 2

$50s

Figure 151: Storage Architecture of SSD Cache Pool

Take an example of SSD read cache; one or more SSDs with NRAID+ (which is described in
the next section) are grouped into the “SSD Cache Pool 1” and assigned to the “Pool 1” for
use. The maximum SSD quantity in an SSD cache pool is 8. When the SSD read cache is
performing, the capacity of the SSD cache can be increased by adding an SSD or decreased
by removing an SSD.

Another example of SSD read-write cache; two SSDs with NRAID 1+ (which is also described
in the next section) are grouped into an SSD group. One or more SSD groups combine to the
“SSD Cache Pool 2” and assigned to the “Pool 2” for use. When the SSD read-write cache is
performing, the capacity of the SSD cache can be increased only by adding an SSD group
with two SSDs at a time. The SSD read-write cache pool can set SSDs as dedicated hot
spares. The maximum dedicated spare SSD quantity in an SSD cache pool is 4. The following
table is the summary of the SSD cache parameters.
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Table 42: SSD Cache Parameters

Maximum SSD cache pool quantity per system (either dual 4
controller or single controller)

Maximum SSD quantity in an SSD cache pool 8
Maximum addressable capacity of an SSD cache pool 32TB
Maximum quantity of volume shared in an SSD cache pool 32
Maximum dedicated spare SSD quantity in an SSD cache pool 4

TIP:

Note that the capacity allocated to the SSD cache pool is not counted in the
regular data storage.

The volumes in pool can be selected to enable SSD cache function. The following is the
relationship between SSD cache pool and storage pool.

EIEEE £nable S50 Cache
[ VGIGmE ¢ Disable SSD Cache

'
£

Volume X

Volume 33
Vohutne 32

Volume 3

Valume 4
Volksrme 32

Read Cache Read Cache ‘ Read-write Cache
(NRAID»} (NRAID+) (NRAID 1+)

Read-write Cache
{NRAID 14}

Figure 152: The Relationship between SSD Cache Pool and Storage Pool

The volumes enabled SSD cache with hot data will consume the capacity of the SSD cache
pool. Users must consider which volumes are enabled according to the SSD cache resources.

When the SSD cache is performing, you can enable or disable the volume. The maximum
quantity of volume shared in an SSD cache pool is 32.
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10.2.3. RAID Level of SSD Cache Pool

SSD read cache with NRAID+

Generally, SSD read cache uses NRAID (Non-RAID) or RAID 0 without data protection to
create the SSD cache storage space. Our SSD read cache technology uses NRAID+ which
is parallel NRAID without striping.

RAIDOD

J ' ! ! NRAID+ Adv.
e 3 Better Random I/O than NRAID
"‘ ‘ ‘ Easyto Add/Remove SSD
501 55D 2 SSD3 ‘

Figure 153: SSD Read Cache with NRAID+

NRAID is a method of combining the free space on multiple disk drives to create a spanned
capacity. A NRAID is generally a spanned volume only, as it can contain disk drives of various
types and various sizes. RAID 0 consists of striping, without mirroring or parity. Adding a disk
drive into RAID 0 needs to re-stripe the data. For SSD cache, it will have terrible performance
when performing SSD cache and migrating RAID 0 at the same time. Let alone remove a disk
drive.

Compare to the NRAID or RAID 0, NRAID+ distributes cache data over all SSDs. This
NRAID+ technology combines with the advantages of NRAID and has better random 1/O than
NRAID. It also has the advantage of easy to add/remove SSDs from the SSD cache pool to
increase/decrease the capacity.

Although the SSD read cache is a technique of duplicating data. If the SSD cache pool
corrupts, the original data will be safe but stop SSD read cache.
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SSD read-write cache with NRAID 1+

SSD read-write cache needs data protection, so it usually uses RAID 1 or RAID 10 level to
create the SSD cache storage space. Our SSD read-write cache technology uses NRAID 1+
which is parallel NRAID with mirror.

RAN 1D NRAID 1+
s NAID:

I_‘lﬁ :

RAIDI RAIDL RJ\:D b | R»\:D 3 RA}D i
e — ' g = T e
3 =5 k3 = ES S EEs
o1 | D2 JNND0 - =S B Bl e T
E & & C= ~J 1 T
A 4 A 4 "X'g A & a8 a 8
SO 1 ssp2 <SD3 ssDa SSD1 SSD2 SSD3 SSD4 SSps SsDe

HNRAID 1+ Adw |
Better Random /O than RAIDIO & &
Eacyto Add

Figure 154: SSD Read-write Cache with NRAID 1+

RAID 10 creates a striped set from a series of mirrored drives. The same, adding pair disk
drives into RAID 10 needs to re-stripe the data. So, it is hard to add SSDs into SSD cache
pool.

Compare to the RAID 10, NRAID 1+ distributes cache data over all mirrored SSDs. This
NRAID 1+ technology has the data protection and better random I/O than RAID 10. It also
has the advantage of easy to add SSDs into the SSD cache pool to increase the capacity. In
this case, we disallow the SSDs to be removed from the SSD cache pool because it has the
risk of losing write cache data.

If one SSD failure occurs in the SSD cache pool, the status of the SSD cache pool will be
changed to degrade. It will stop write cache and start flushing write cache data into HDDs. At
this time, read cache data is still working but no more new read cache data will be added into
SSD cache pool. The SSD read-write cache pool can set SSDs as dedicated hot spares to
prevent SSD cache pool failure. After inserting an SSD as a hot spare, the SSD read-write
cache pool will be rebuilt until it is completed. And then it reverts to SSD read-write cache
service.
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10.2.4. Read/Write Cache Cases

The following describes the cases of read/write cache. In SSD read cache, the processes of
read/write data will be disassembled to the following cases.

e Read Data with Cache Miss
e Read Data with Cache Hit
e Write Data in SSD Read Cache

Besides, in SSD read-write cache, the processes of read data are the same as above. But
the write data is different. The processes of write data will be described on following case.

e Write Data in SSD Read-write Cache

Each case will be described below.

Read Data with Cache Miss

The following figure shows how the controller handles a host read request when some or all
the data are not in the SSD cache.

1. Host Read \ \ 3. Return Data

Memory Cache

Data

q

=) " N 5 2N i
ﬂ)b A ® A © A |
|

|

Figure 155: Read Data with Cache Miss
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These steps are:

1.

A host requests to read data. The system will check if the requested data is in memory
cache or SSD cache. If not, it is called cache miss.

Data is read from the HDD volume because of cache miss.

The requested data is returned to the host. And the system will check whether the
requested data is hot data.

If it is, the SSD cache is populated.

INFORMATION:

0 The actions that read data from the HDD and then write to the SSD are called
populating the cache. For more information, please refer to the chapter
10.2.5, Populating the Cache in the next section.

Read Data with Cache Hit

The following figure shows how the controller handles a host read request when the data is
in the SSD cache.

1. Host Read \ \ 3. Return Data

Memory Cache

2. Read from SSD Cache ‘\ 4. Read from HDD Volume

\ (If SSD Fails)

-JJ j“ﬂ'ﬁ%“ﬁi

Figure 156: Read Data with Cache Hit

These steps are:

1.

w

A host requests a read data. The system finds that the data is in SSD cache, so it is called
cache hit.

Data is read from the SSD cache.

The requested data is returned to the host.

If there is an SSD cache error, data is read from the HDD volume.
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Write Data in SSD Read Cache

The following figure shows how the controller handles a host write request in SSD read cache.
The write data can also be frequently accessed data and populated into SSD cache for next

read.
1. Host Write \ \ 3. Return Status

Memory Cache

Data

4. Populate Cache ' 2. Write to HDD Volume

Figure 157: Write Data in SSD Read Cache

These steps are:

1. A host requests to write data.

Data is written to the HDD volume.

The status is returned to the host.

The SSD cache is populated if the write threshold is reached.

P wn

Write Data in SSD Read-write Cache

The following figure shows how the controller handles a host write request in SSD read-write
cache. The write data stays in the SSD cache for a while and will be flushed to the HDD
volume at the appropriate time.
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1. Host Write \ \ 3. Return Status

Memory Cache

Data

2. Write Buffering 4, Flush to HDD Volume

to SSD Cache j \
5 &= |
'ﬂﬂ & folofol
I o s S—
SSD Cache :l HDD Volume I
|

Figure 158: Write Data in SSD Read-write Cache

These steps are:

1. A host requests to write data.

Data is written to the SSD cache.

The status is returned to the host.

Data will be flushed to the HDD volume at the appropriate time.

hPobn

Flush Write Data to HDD Volume

In SSD read-write cache, the write data will be flushed to the HDD volume in the following
situations.

e Flush data to the HDD volumes before the SSD cache pool is deleted.
e Flush data to the HDD volumes before the related volume is disabled.
e Flush data when the system is idle.

CAUTION

It will take times to flush data from SSD cache to HDD volumes. Please do

not remove SSDs before complete flushing; otherwise it may take risk of
losing data.

In addition, to avoid taking a long time to complete flushing, please make
sure the front 1/O traffic is not heavy when deleting SSD cache pool.

TIP
g It won't flush data to the HDD volumes when system goes shutdown or
reboots.
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10.2.5. Populating the Cache

The actions that read data from the HDD and then write to the SSD are called populating the
cache. Typically, this is a background operation that immediately follows a host read or write
operation. As the goal of the cache is to store frequently accessed data, not every |/O
operation should trigger a cache population, but only ones that pass a certain threshold,
implemented as a counter. There are both a populate-on-read threshold, and a populate-on-
write threshold.

Populate-on-read Threshold

When the same data block to be read over the threshold, it is called hot data and populated
to the SSD cache. The threshold must be greater than or equal to 1 in SSD read cache or
SSD read-write cache. The value is forbidden to set O because of no action in read cache.
The maximum of the threshold is 4. If larger than 4, the frequently accessed data is hard into
SSD cache, so there is no obvious effect.

Populate-on-write Threshold

When the same data block to be written over the threshold, it is called hot data and populated
to the SSD cache. The threshold must be greater than or equal to 0. If it is set to 0, no action
is performed for a write cache. The value must be greater than or equal to 1 in SSD read-
write cache. The value is forbidden to set 0 because of no action in write cache. The same as
above, the maximum of the threshold is 4. If larger than 4, there is no obvious effect.

Operation Process

Each cache block on HDD volume has a read and write counter associated. When a host
requests to read data located in that cache block, the read count is increased. If the data is
not found in the cache and the read count is greater than or equal to the populate-on-read
threshold, then a cache-populate operation is performed concurrently with the host read
operation. If a cache hit occurs, the data is immediately returned from the SSD cache and a
populate operation is not performed. If the read count is smaller than the threshold, a populate
operation is not performed.

Write cases are the same scenario as read.
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10.2.6. SSD Cache Tuning

The SSD cache can be tuned to maximize its efficiency base on application usage. Cache
block size, populate-on-read threshold and populate-on-write-threshold are the main
parameters.

Cache Block Size

A large cache block suits applications where frequently accessed data is close to each other,
known as a high locality of reference. A large cache block will also fill up the SSD cache
quickly - this is known as the warm-up time. After the cache is warmed up, the performance
would be quite good for applications with high locality of reference. Such as the file system or
web service usage, the frequently accessed data are based on some concentrated files which
are usually in large block size. However large cache blocks will also generate larger 1/0
overhead, increasing response time, especially for cache misses.

A smaller cache block size suits application with data that is less localized, meaning the data
is accessed more randomly, such as database usage. The SSD cache will fill up slower, but
with more cache blocks, there is greater chance of a cache hit, especially for data with less
locality of reference. With a smaller cache block size, cache usage is usually less than with a
larger cache block size, but overhead is less, so the penalty for cache misses is less severe.

Population Threshold

The population threshold is the quantity of accesses at which point that cache block is copied
to the SSD Cache. A higher number ensures that the cache only stores frequently accessed
data so there will not be much cache turnover however it also means the cache will take
longer to warm up and be fully effective. A lower number means the cache is warmed up
quickly but may cause excessive cache populations. A populate on read threshold of 2 is
sufficient for many applications. Populate-on-write is useful when data that is written to is often
read soon after. This is often the case in file systems. Other applications, such as database
software, does not have this tendency so populate on write may sometimes even be disabled.

Table 43: I/O Type Table for SSD Read Cache

IO Type Block Size Populate-on-Read Populate-on-Write
(Sectors) Threshold Threshold
Database 1MB (2,048) 2 0
File System 2MB (4,096) 2 2
Web Service 4MB (8,192) 2 0
Customization 1MB/2MB/4MB =21and<4 =20and<4
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Block Size Populate-on-Read Populate-on-Write
(Sectors) Threshold Threshold
Database 1MB (2,048) 2 1
File System 2MB (4,096) 2 1
Web Service 4MB (8,192) 2 1
Customization 1MB/2MB/4MB =21and<4 2land<4

As you can see, there are tradeoffs for increasing or decreasing each parameter.
Understanding the data locality of the application is essential and it can be useful to do some
field testing to see what works best.

Configure SSD Cache

The SSD Cache provides SSD Cache Pools and SSD Cache Statistics function tabs to
configure and monitor SSD cache. This section will describe the operations of configuring
SSD cache.

SLReE NG  SSD Cache Statistics

D STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache

Figure 159: SSD Cache Function Submenu

10.3.1. Enable SSD Cache License

The SSD cache function is optional. Before using it, you have to enable SSD cache license.
Select the Update function tab in the Maintenance function submenu, download Request
License file and send to your local sales to obtain a License Key. After getting the license
key, click the Choose File button to select it, and then click the Apply button to enable. When
the license is enabled, please reboot the system. Each license key is unique and dedicated
to a specific system. If you have already enabled, this option will be invisible.
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SSD Cache License

Download Request License file and send to your local sales to get a License Key.

Select the license file to enable SSD Cache: \ Choose Fﬂgrj Mo file chosen

i Apply l ‘ Request License ‘

Figure 160: Enable SSD Cache License

10.3.2. Create an SSD Cache Pool

Here is an example of creating an SSD cache pool with 2 SSDs configured in SSD read
cache.

1. Selectthe SSD Cache function submenu; click the Create SSD Cache Pool button. It will
scan available SSDs first.

Crmaie S50 Cache Poct

S »
Eratre S50 Catw TuIee 00N & OO NAME N0 ! T (SCHE Type.
Sommery SE0 Cacre Pool Name ! 3 (V]
Cactw Typu * Ruad Cache (NRAID« Rad-write Cache (NRAD 1+
O Te
Caghe Block 520

Pagridie-onmad Thresticls

Fopulate-crarte Theshoks

Dk Type Man fachaw Woded
SAS 28D 120G SEAGATE STAD0FMD0EY

SASSSD 120Gws SEAGATE STA00r 0053

SASS3D 12 0Gen SEAGATE STA00FMO053

o e

Figure 161: Create an SSD Cache Pool Step 1

2. Enter an SSD Cache Pool Name for the pool. Maximum length of the pool name is 16

characters. Valid characters are [ A~Z | a~z | 0~9 | -_<>].

Select the Cache Type as Read Cache (NRAID+)1.

Select an 1/0 Type from the drop-down list according to your application.

5. Please select SSDs for SSD cache pool. Maximum quantity of disk is 8. Select an
Enclosure from the drop-down list to select SSDs from expansion enclosures.

6. Click the Next button to continue.

»w
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General Select 3 Pool
Enable SSD Cache Please sslect a pool to enable SSD cache. The pool can not be change after selaction.
Summary
Pool Name: Pool-1 v
Select Volumes
Within the pool. check volumes to enable SSD cache, uncheck volumes to disable.
¥ | Volume Name Status Health Capatity
W Vo Ondine Optma! | 10000 GB
¥ Voi-2 Cniine Optmal | 100.00 GB
[ Back i [ Next H Cancel

Figure 162: Create an SSD Cache Pool Step 2

7. Select a Pool Name from the drop-down list which lists available pools to be assigned to.
8. Within the pool, check Volumes to enable SSD cache, uncheck Volumes to disable.
9. Click the Next button to continue.

Ctoate $50 Cache Poat

Gonaral K55 Cachie Poal Propartien
Enable 550 Cache 850 Cache Paol Name RCPaol-1
Suwrsimary Cache Type Read Cache (NRAID )
Quantity of S50 2
Capacity 14472 GB
11O Type Database
[ nabind Font snid Volumes
Paol Name Pood-1

Quantty of Enabled Volume 2

| oak | [ Fmen || cancer |

Figure 163: Create an SSD Cache Pool Step 3

10. After confirmation at summary page, click the Finish button to create a pool.
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| SSD CachePociName  Statss  Health  Totzd Cache Type  RAID PoolName KO Type
¥  RCPoo- Onine  Good 74£72GB ReadCathe NRAID+ Pookl Database

Crezie SSD Cache Pogl

Figure 164: An SSD Cache Pool is Created

11. An SSD cache pool has been created.

12. Follow the step 1 to 11 to create another SSD cache pool with Read-write Cache (NRAID
1+) and set the I/O type as File System.

SSD Cache Pool Name Status Health Total Cache Type RAID Pool Name WO Type
v RCPool-1 Onime Good 74472 GB  Read Cache NRAID+ Pool-1 Database
¥ | RWCPooi-2 Online | Good 37236 GB  Read Write Cache  NRAID 1+ | Paol-2 File System

Figure 165: Another SSD Cache Pool is Created

TIP:

The Create SSD Cache Pool button will be grayed out when meet the
following conditions.

e There are no available SSDs to create an SSD cache pool.

e There are no available pools which can be assigned to the SSD cache
pool including the status of the pool is or the
health of the pool is Failed.

10.3.3. List SSD Cache Pools

Select one of the SSD cache pools, it will display the related SSDs and enabled volumes. The
pool properties can be configured by clicking the functions button V¥ to the left side of the
specific pool.
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S50 Cache Pootame  Sttas | Hesth | Tol  CacheType RAID  PoolName O Type |

[ v RWCPo-2 Onlne oo SE%GE - Read Wese Cache  NRAID 1+ Pool Fie System
SS0

[No  Encloswe!D Skl Stetos | Hesth  Copacdy  DiskType Manufacturer  Model

| 0 1 One - Tood 323668  SASSSD 120Gbis  SEAGATE STO0FME0S3

|2 o 2 e Gooe 72 G8 SASSSD120Ghs  SEAGATE STA00FR0053 |

[Vokames Mame  Ststis  Heslth | Capacily  TollCache Used | Read Cache Used | Wrte Cache LUsed
;

| Vo2 ricte e 10000 GB 045 oMB amB

[\t nide | Optrat ' 10000GE OB 0B oMB

Figure 166: List SSD Cache Pools

This table shows the column descriptions.

Table 45: SSD Cache Pool Column Descriptions

Column Name Description

SSD Cache Pool The SSD Cache pool names.
Name

The status of the SSD Cache pool:

e On-line: The SSD Cache pool is online.

Status o The SSD Cache pool is offline.

o The SSD Cache pool is being rebuilt.

o The SSD Cache pool is being flushed.

The health of the SSD Cache pool:

e Good: The SSD Cache pool is good.

Health e Failed: The SSD Cache pool is failed.

. The SSD Cache pool is not healthy and not complete.
The reason could be missing or failed SSDs.

Total Total capacity of the SSD Cache pool.

The SSD Cache type:

Cache Type e Disabled.

e Enabled.

RAID The RAID level of the SSD cache pool:

o NRAID+: SSD read cache.

e NRAID 1+: SSD read-write cache.

Pool Name Which pool the SSD cache pool assigns to.

The /0O type of the SSD cache pool:

Database.

File System.

Web Service.

Customization.

I/0O Type
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Table 46: SSDs Column Descriptions

Column Name Description

The number of the SSD or SSD group:

No. e SSD Read Cache: The number of the SSD.

e SSD Read-write Cache: The number of the SSD group.
Enclosure ID The enclosure ID.
Slot The position of the SSD.

The status of the SSD:
e On-line: The SSD is online.

Status e Missing: The SSD is missing in the pool.
o The SSD is being rebuilt.
. The SSD is being flushed.

The health of the SSD:
e Good: The SSD is good.

Health e Failed: The SSD is failed.

. S.M.A.R.T. error alerts.

° The SSD has unrecoverable read errors.
Capacity The capacity of the SSD.

The type of the disk drive:
Disk Type e [SAS SSD | SATASSD]

e [12.0Gh/s|6.0Gb/s | 3.0Gb/s | 1.5Gh/s ]
Manufacturer The manufacturer of the SSD.
Model The model name of SSD.

Table 47: Enabled Volume Column Descriptions

Column Name Description

Volume Name The volume is enabled SSD cache.
The status of the volume:
e On-line: The volume is online.

Status . The volume is offline.
. The volume is being rebuilt.
° The volume is being flushed.

The health of the volume:

e Optimal: The volume is working well and there is no failed disk in
the RG.

e Failed: The pool disk of the volume has single or multiple failed

Health disks than its RAID level can recover from data loss.

. At least one disk from the pool of the volume is failed
or plugged out.

. The volume has experienced recoverable read
errors. After passing parity check, the health will become Optimal.

Capacity The capacity of the volume.

Total Cache Used | The capacity of total cache used.

Write Cache Used | The capacity of write cache used.
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Add or Remove SSDs
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For an SSD read cache, click ¥ -> Add / Remove SSDs to add into or remove SSDs from
the SSD cache pool. Check SSDs to add into the SSD cache pool and uncheck SSDs to

remove from the SSD cache pool.

| Add  snove SSDs

S50 Cative Vool
| 55t Cact Post Narm RCPpoi-t
Cache Type Read Cache (NRAIDS |
Tapacsy T4Tice
Swbar (S50

| Check S805 1 add it e S50 cache pool et wcheck SSDs 1o semove bom B SS0 tache post

Enclomirs ® 0 (Head Unit: 4224L) v
Erchomon (D | S0 - At | Capethy | Dok Trge Nhmlter - Modes
¢ 8 K Good | I7236GE | SAS S50 120Gb's = SEAGATE STACOPMODEY
v 0 2 dood | TW0B | $AFSSUT200bs  SEAGATE STL0FMO0SS
v = H) jood T NGB SASSSD 129G MICRON SH00C. 800
v 5 8 %5 MAMGE  SASSSD125Gbs - WCRON 63000800
¢ 7 eed | THMSSGE | SASSSD 1200 MICRON $E300C 200
¢ 3

Figure 167: Add / Remove SSDs from the SSD Cache Pool

o Té4 % OF  SAKSSD 120Gb's  WCHON $6M0C-40

w
§
&

For an SSD read-write cache, click ¥ -> Add SSDs to add SSDs into the SSD cache pool.

Please select two SSDs at a time to add into the SSD cache pool.

| S50 Cache Pool Name RWCPoG-2

| Cache Type Read-wrte Tache NRAID 1+
| Capacity mEcE

Select S35

Pisase select b SSOs 3t 2 Bme 10 3949 into the SSD cache post

‘: Emlossre©. 0 (Head Unit: 4224L) ¥

v Exmn 3] St Healn 3 Capacity Cask Typm Maﬂ{atm Mode 1
HE3E 7 Good  7MI5GE - SASSSDIZOGHs  MICRON SE300C5%0 |
Lis o 8 Gosd  7349GS  SASSSD120Ghs  MICRON SE300C520 |

Figure 168: Add SSDs into the SSD Cache Pool
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Delete an SSD Cache Pool

Click ¥ -> Delete to delete the SSD cache pool. If deleting an SSD read-write cache pool, it
will take times to flush data from SSDs to HDDs. The SSD cache pool will be deleted after
flushed, otherwise the data may be corrupt.

More Information of the SSD Cache Pool

Click ¥ -> More Information to show the detail information of the SSD cache pool.

Monitor SSD Cache Statistics

This section will describe the monitoring of SSD cache statistics.

SSD Cache Pool [RSIS]RESTE TR F T TS

D STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache

Figure 169: SSD Cache Function Submenu

Select the SSD Cache Statistics function tab in the SSD Cache function submenu to monitor
the SSD cache statistics. Here is an example of monitoring the volume of the SSD read-write
cache pool.

1. Select an SSD Cache Pool Name and select an Enabled Volumes which you want to
monitor.
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SSD Cache Pool Name :

SSD Cache Type :

88D Cache Pool Capacity

Pool Name :

Enabled Volumes -

Cache Used

RWCPool-2 v
Read Cache (NRAID+)
74472 GB
Pool-2

Voi-3 v

Current Avg. 1 Day

Avg. 1 Week Avg. 1 Month

100.00GB | 99.93GB

99.99 GB 99.99 GB
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125000

:

75000

Cache Used (MB)

%

0

Figure 170: SSD Cache Statistics 1

Cache Hits

[ Current 'Avg, 1 Day

133145 | 9003k

| Avg 1Week | Avg. 1 Month
ok Ok

150000

100000

Cache Hits (k)

B

w

Cache Hit Ratio

i Current 7Avg 1Day

Avg 1Week | Avg 1 Month

| 10000% 8824%

0.00 % 000 %

100

Cache Hit Ratio (%)
3

i

Figure 171: SSD Cache Statistics 2
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2. The SSD cache statistics include Cache Used, Cache Hits, and Cache Hit Ratio. Each
item has current value, average 1-day value, average 1 week value, and average 1 month
value. The diagram displays the current value with 30 seconds refresh and total 4 hours.

Table 48: SSD Cache Statistics Descriptions

Column Name Description

Cache Used

How much capacity of the SSD cache pool is used by the volume?
Unit is MB, GB, or TB.

Cache Hits

How many cache hits occurred by the volume? Unit is the number of
times

Cache Hit Ratio

How many caches hit ratio occurred by the volume? Unit is
percentage.

10.5. SSD Cache Notices

The following are some notices about SSD cache.

e To support SSD cache 2.0, the resources will be redistributed. So, executing COLD
REBOOT is necessary after upgrade from firmware 1.0.x to 1.1.0.

e The SSD cache is optional; the SSD cache license can be extended to SSD cache 2.0
with read and write cache.

e The data structure of the SSD cache 2.0 is re-designed from the previous SSD cache.
After upgrade to firmware 1.1.0 with SSD cache 2.0, you must configure SSD cache again
if you have already enabled SSD cache in firmware 1.0.x.
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Auto Tiering

11.1.

This chapter describes an overview and operations of auto tiering.

Overview

From the perspective of storage features, the performance of SSD is high, but the cost is also
high per GB. Relatively speaking, the cost of traditional hard drive is low, so as performance
is relatively poor. If we follow the 80/20 rule to configure storage systems, all-SSD
configuration is unreasonable for all but the most intensive applications. In fact, SSD will be
needed in only a small part for most typical applications, regardless of whether a critical
application, thus giving SSD resources for general storage needs is hugely cost-prohibitive.
Although traditional hard disk performance is enough for general applications which 1/0
requirements are not high, the traditional all-hard-drive configuration is also gradually being
inadequate.

On the other hand, the data itself has a lifecycle. Since the data during its life cycle, it has
experienced different levels of activity. In common usage, when creating the data, it is usually
used. As the age of the data increases, it is accessed less often.

The Solution

Therefore, to balance performance and cost factors, adapting hybrid storage architecture with
a mixture of SSD and traditional HDD seems to be the most reasonable approach for modern
IT environments. Generally, SSD-based storage capacity in 10 to 15% of the total storage
capacity should be enough to fulfill the requirements of critical high 1/0O applications. An
automated tiering pool is a simple and elegant solution for dynamically matching storage
requirements with changes in the frequency of data access.
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Figure 172: Auto Tiering Pool

11.1.1. Tier Categories

As the name suggestion, auto tiering must have two tiers at least. Automated tiering pool
segregated disk drives into three categories for dual controllers and four for single controller.

Tier 1: SSD drives for extreme performance tier

Tier 2: SAS drives (15K or 10K RPM SAS HDD) for performance tier

Tier 3: Nearline SAS drives (7.2K or lower RPM SAS HDD) for capacity tier

Tier 4: SATA drives for capacity tier (for single controller only, not recommended)

Perforrance
285
&K £ 10K
SAS LD

R Copecity -

Figure 173: 3 Levels of Tiered Storage
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Tier 1/ SSD Tier / Extreme Performance Tier

Use the SSD tier when response time and performance are the most important criteria for
storage. This tier uses flash technology that does not contain moving parts. This revolutionary
technology eliminates the rotation latencies and can improve performance and save energy
significantly.

Compared to traditional spinning drives, SSD drives have higher cost per gigabyte, but lower
per 10 cost. For the best practice, use the SSD drive to get data that requires fast response
time and high IOPS. Auto tiering enables you to optimize the use of these high-performance
resources because it automatically relocates "hot" data to the SSD tier.

Tier 2/ SAS HDD Tier / Performance Tier

Use the SAS HDD tier to achieve a combination of performance and capacity. The SAS HDD
tier provides high levels of performance, reliability, and capacity. SAS HDD stores data on a
series of fast rotating disks based on mechanical hard disk drive technology.

This tier includes 15K and 10K RPM spinning drives, which are valuable because it provides
a high-level performance with consistent response time, high throughput and good bandwidth
at moderate price.

Tier 3/ NL-SAS HDD Tier / Capacity Tier

Use the NL-SAS HDD tier to reduce the cost per GB of data. This tier consists of 7.2K or lower
RPM SAS HDD which is designed to achieve the maximum capacity at an appropriate
performance level. While NL-SAS HDDs have slower speeds than SAS HDDs, NL-SAS HDDs
can significantly reduce power consumption and extend capacity in more expensive and
higher performance storage tiers.

In a typical system, most of the application data has very little /0O activity. Because NL-SAS
HDDs cost less per GB, they are the most appropriate media type for the "cold" data. NL-SAS
HDDs consume less power than SAS HDDs and provide total cost of ownership improvement
that take into purchase cost.
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11.1.2. Flexible RAID and Disk Configurations

11.2.

Auto Tiering 2.0 supports flexible RAID and disk configurations. You can create each tier (disk
group) with different RAID level and different quantity of disk. For example, SSD tier uses 4
disks with RAID 10 for extreme performance, SAS tier uses 6 disks with RAID 6, and NL-SAS
tier uses 8 disks with RAID 5 for capacity. This feature is very important for IT administrator
to arrange storage plan flexibly.

RAID Configuration

Please select RAID levels.
SSD Tier
RAID Level : RAID 10 v

Quantity of Subgroups : 2 y

Quantity of SSD Disks : 4
SAS Tier
RAID Level : RAID 6 v

Quantity of SAS Disks : 6
NL-SAS Tier
RAID Level : RAID 5 '

Quantity of NL-SAS Disks : 8

Figure 174: Flexible RAID and Disk Configurations

Theory of Operation

Auto tiering is the automated progression or demotion of data across different tiers (types) of
storage devices and media. The movement of data takes place in an automated way with the
help of software and is assigned to the ideal storage media according to performance and
capacity requirements. It also includes the ability to define rules and policies that dictate if and
when data can be moved between the tiers, and in many cases provides the ability to pin data
to tiers permanently or for specific periods of time.
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11.2.1. Auto Tiering Architecture

A newly created auto tiering pool is based on thin provisioning technology. Each tier works
based on one or more disk groups. The following is the storage architecture of an auto tiering
pool.

Hosts

Mappings

Pools

Disk Groups Disk > sup 1 Disk s vup 2

Figure 175: Storage Architecture of Auto Tiering Pool

To increase the capacity of an auto tiering pool, any tier (disk group) which contains either
one tier of SSDs, SAS HDDs, or NL-SAS HDDs can be added to the pool any time. An auto
tiering pool can have up to 32 disk groups with each disk group contains up to 64 disk drives.
And the maximum disk drive quantity in a pool is 256. The maximum addressable capacity of
each disk group is 64TB. So, the maximum capacity in a system is 256TB. For more
information about pool operation, please refer to the chapter 11.3, Configuring Auto Tiering
Pools section.
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Table 49: Auto Tiering Pool Parameters

ltem Value

Maximum disk group quantity in a pool 32
Maximum disk drive quantity in a disk group 64
Maximum RAID EE spare quantity in a disk group 8
Maximum disk drive quantity in a pool (include dedicated spares) 256
Maximum pool quantity per system 64
Maximum dedicated spare quantity in a pool 8
Maximum tiers (include SSD, SAS HDD, NL-SAS HDD) 3
Maximum addressable capacity of a disk group 64TB
Maximum addressable capacity of an auto tiering pool 256TB
Maximum addressable capacity of total auto tiering pools (include thin 1,024TB
provisioning pools)

Provisioning granularity 1GB

By design, the auto tiering feature allows selecting policies that define how data are moved
between different tiers, and in many cases provides the ability to pin data to tiers permanently
or for specific periods of time.

Auto tiering storage is the assignment of different categories of data to different disk types. It
operates based on relocating the most active data up to the highest available tier and the
least active data down to the lowest tier. Auto tiering works based on an allocation unit
(granularity) of 1GB and relocates data by moving the entire unit to the appropriate tier,
depending on the tiering policy selected for that particular volume.

To ensure sufficient space in the higher tiers, 10% of the space is reserved in each higher tier
to prepare for the data allocation for those tiering policies which would allocate initial space in
highest available tiers. By reclaiming this 10% headroom, the least active units within each
tier move to lower tiers. The whole mechanism of auto tiering contains three steps, statistic
collection by accessed counts, ranking hotness data by the statistic collection, and then
relocation data via ranking.
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11.2.2. Intelligent Auto Tiering Mechanism

Auto tiering storage management system manages the data relocation and monitors the data
hotness ratio using half-life coefficient and advanced ranking algorithm. It operates on three
major functions.

Statistics Collection

The volume space is divided into units of equal size in which the hotness is collected and
analyzed per hour. Activity level of a sub LUN is determined by counting the quantity of read
and write access on the sub LUN. Logical volume manager maintains a cumulative 1/0 count
and weights each 1/0 by how recently it arrived. The new coming /O is given a full weight.
After approximately 24 hours, the weight of this 10 is nearly cut in half and continues to
decrease. The reduction weight is processing per hour by our precision algorism. This
statistics collection occurs continuously in the background for auto tiering pool.

Ranking

This analysis produces a rank ordering of each sub LUN within the pool. Note that the policies
of volumes would affect how sub LUNSs are ranked.

After analysis, the system would generate following information for each tier:

e The amount of data to be moved up
e The amount of data to be moved down
¢ The amount of data to be moved into a tier.

TIP:

The hotness analysis process which includes statistics collection and
ranking may take minutes to complete.

Relocation

According to the hotness analysis, relocation is processed during the user-defined relocation
window, which is the number of minutes given to the relocation process. When the window
closes, the relocation process would stop relocating data. The other parameter is relocation
rate which controls speed of the relocation process. Valid value of relocation rate is Fast,
Medium, and Slow.

Auto tiering promotes sub LUNs according to the candidate list that it created in the analysis
stage. During relocation, it prioritizes relocating sub LUNs to higher tiers. At the same time,
sub LUNSs are only relocated to higher tiers if the space they occupy is required for a higher
priority. Using the mechanism, auto tiering makes sure that the higher performing drives are
always used.
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During 1/0, as data is written to a pool, auto tiering attempts to move it to the higher tiers if
space is available and the tiering policy allows for it. As we describe before, the relocation
process will keep 10% of the free space in all tiers. This space is reserved for any new
allocations of higher priority sub LUNs before the next relocation. Lower tiers are used for
capacity when needed. The entire relocation process is complete automatically based on the
user-defined relocation schedule, or manually if user triggers by himself. The following figure
provides an illustration of how auto tiering can improve sub LUN placement in a pool.

| Most Activity Normal Activity W |east Activity

SSD

Figure 176: Auto Tiering Relocation

11.2.3. Tiering Policies

For a best performance in various environments, auto tiering has a completely automated
feature that implements a set of tiering polices. Tiering policies determine how new allocations
and ongoing relocations should apply within a volume for those requirements. Auto tiering
uses an algorithm to make data relocation decisions based on the activity level of each unit.
It ranks the order of data relocation across all volumes within each separate pool. The system
uses this information in combination with the tiering policy per volume to create a candidate
list for data movement. The following volume policies are available:

Auto Tiering (Default)

It allows moving a small percentage of the “hot” data to higher tiers while maintaining the rest
of the data in the lower tiers. This policy automatically relocates data to the most appropriate
tier based on the activity level of each data. Sub LUNs are relocated based on the highest
performance disk drives available and its hotness. Although this setting relocates data based
on the performance statistics of the volume, the volume sets with “Highest available Tier” take
precedence. Initial space is allocated in the tier which is healthier and has more free capacity
than other tiers, then relocated according to hotness of the data. This is the recommended
policy and it is the default policy for each newly created volume.
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Start Highest then Auto Tiering

This takes advantage of the both “Highest Available Tier” and “Auto Tiering” policies. “Start
Highest then Auto Tiering” sets the preferred tier for initial data allocation to the highest
performing disks with available space, and then it relocates the volume’s data based on the
performance statistics and the auto-tiering algorithm. With this tiering policy, less active data
is moved to lower tiers, making room for more active data in the higher tiers. Initial space is
allocated in highest available tier first, then relocated according to hotness of the data.

Highest Available Tier

Use this policy when quick response times are a priority. This tier is effective for volumes
which require high levels of performance whenever they are accessed. The policy starts with
the “hottest” first and places them in the highest available tier until the tier's capacity or
performance capability limit is hit. Then it places the sub LUNs into the second higher tier.
Initial space is allocated in highest available tier. Auto tiering would prioritize sub LUNs with
highest available tier selected above all other settings.

Lowest Tier

Use this policy when cost effectiveness is the highest priority. With this policy, data is initially
placed on the lowest available tier with capacity. Select this policy for volumes that are not
performance sensitive or response-time sensitive. Regardless of their activity level, all sub
LUN of these volumes will remain on the lowest storage tier available in their pool. Data of
volumes with “Lowest tier” policy would always reside in the lowest tier. Changing policy of a
volume with data in higher tiers to “Lowest tier” would cause all its data in higher tier to be
relocated down to the lowest tier.

No Data Movement

If a volume is configured with this policy, no sub LUN provisioned to the volumes is relocated
across tiers. Data remains in its current position but can still be relocated within the tier. The
system still collects statistics on these sub LUNs after the tiering policy is changed. Initial
space is allocated in the tier which is healthier and has more free capacity than other tiers.
No relocation would be performed in a volume which selects “No data movement” tiering

policy.
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The following table summarizes the tiering policies.

Table 50: Summary of Tiering Policies

Tiering Policy Description

Sets the initial data placement to the optimized tier (disk group)
Auto Tiering and then relocates the data based on the statistics such that
data is relocated among tiers according to the 1/O activity.

First sets the preferred tier for the initial data placement to the
highest tiers with available space, then relocates the data based
on the statistics and the auto tiering algorithm.

Start Highest then
Auto Tiering

Sets the preferred tier for the initial data placement to the
Highest Available Tier | highest tiers with available space, and so as the succeeding
data relocation.

Sets the preferred tier for the initial data placement to the lowest
Lowest Tier tiers with available space, and so as the succeeding data
relocation.

Sets the preferred tier for the initial data to the optimized tier
and retain the data without movement.

No Data Movement

11.3. Configure Auto Tiering Pools

This section will describe the operations of configuring auto tiering pool.

m Auto Tiering

gj STORAGE MANAGEMENT
) Disks
Pools
Volumes
LUN Iappings
SSD Cache
Figure 177: Pools Function Submenu
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11.3.1. Enable Auto Tiering License

The auto tiering function is optional. Before using it, you have to enable auto tiering license.
Select the Update function tab in the Maintenance function submenu, download Request
License file and send to your local sales to obtain a License Key. After getting the license
key, click the Choose File button to select it, and then click the Apply button to enable. When
the license is enabled, please reboot the system. Each license key is unique and dedicated
to a specific system. If you have already enabled, this option will be invisible.

Auto Tiering License

Download Request License file and send to your local sales to get a License Key.,

Select the license file to enable Auto Tiering: | Choose File | No file chosen

‘ Apply ’ I Regquest License

Figure 178: Enable Auto Tiering License

11.3.2. Create an Auto Tiering Pool

Here is an example of creating an auto tiering pool with 3 tiers, each tier has 3 disks configured
in RAID 5. At the first time of creating an auto tiering pool, it may contain at least 2 tiers (disk
groups) and the maximum quantity of disk in a tier (disk group) is 64.

1. Select the Pools function submenu, click the Create Pool button. It will scan available
disks first.

TIP:
It may take 20 ~ 30 seconds to scan disks if your system has more than 200
disk drives. Please wait patiently.
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| Create Pool
General Pool Type
Disk Selection Please select a pool type
RAID Configuration Thick Provisioning
Disk Properties Thin Provisioning
Summary ® Auto Tiering (Thin Provisioning Enabled)

Pool Properties
Please enter a pool name and select preferred controller setting
Pool Name Pool-3 (1]
Preferred Controller Controller 1 v
The /O rescurces will be managed by the preferred controlier which you specified
SED Pool

Enabie SED Pool

Enabling SED pool will use the secure SEDs to create a pool, Intermixing SEDs and non-SEDs are not supported in a pool.

Next Cancel

Figure 179: Create an Auto Tiering Pool Step 1

Select the Pool Type as Auto Tiering (Thin Provisioning Enabled). This option is available
when auto-tiering license is enabled.

Enter a Pool Name for the pool. The maximum length of the pool name is 16 characters.
Valid characters are [ A~Z |a~z | 0~9 | -_<>].

Select a Preferred Controller from the drop-down list. The backend I/O resources in this
pool will be processed by the preferred controller which you specified. This option is
available when dual controllers are installed.

Check the Enable SED Pool checkbox. Enabling SED pool will use the secure SEDs to
create a pool. Intermixing SEDs and non-SEDs are not supported in a pool.

Click the Next button to continue.
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Create Pool
General Selact Disks
Disk Selection Piease select 3t laast two disk types of disks 10 add bers an auto tienng pool. Each er &5 3 disk group. The maximum guantity of dsk n 3
disk group is 54
RAID Configuration
Enclosure ID: 0 (Head Unit: 4224L) v
Disk Properties
Summary Enciosure i0 Siot Faam Capacity Disk Type Manuiacturer Moced
¢ o 1 Good 37235 G8 SASSSD 120CGbs SEAGATE ST420FMD0S3 =
¢ 0 2 Good 37236GB SASSSD 120Gbis SEAGATE ST400FMD053
0 3 Goed 3723 GC8 SASSSD 120Gvs SEAGATE STAD0FMO0S3
(1} 4 37236G8 SASSSD 120Gb's SEAGATE ST400FMO0S3
L s} 5 Good 74456 GE SASSSD 120CGois MICRON S630DC-800
o 13 Goed 74499 GE SASSSD120Gbs MICRON S630DC-800
o 7 Good TA4%6C8 SASSSD 120Ghs MICRON S5360C-800
0 8 Good T4L455CB SASSSD120Co's MICRON S5300C-800
<€ 0 S Good 18878 SAS HDD 12.0Gb's SEAGATE ST1200MM0D0€3
¥ 0 10 Goed 10376 SAS HOD 12.0Gb's SEAGATE ST1200MMD082
¥ 0 1 Good 10378 SAS HDO 12.0Gb's SEAGATE ST1200MMOCES
® GC 12 Goed 10578 SAS HDD 120Gb= SEAGATE ST1200MMD0S3
¢ 0 13 Good 54678 NL-SASHDD 120Gbi's SEAGATE STEO00NMOD14
¢ 0 14 Gocd 546 7B Ni-SASHDD 120Go/s  SEAGATE STEODONMO0 14
¢ 0 15 Good 54678 NL-SASHDO 120Gois  SEAGATE STE000NMDO14 -
Back | i Cance |

Figure 180: Create an Auto Tiering Pool Step 2

Please select disks for pool and select at least two disk types of disks to add tiers an auto
tiering pool. Each tier is a disk group. The maximum quantity of disk in a disk group is 64.
Select an Enclosure ID from the drop-down list to select disks from expansion enclosures.
Click the Next button to continue.
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Create Pool
General RAI Configusation
sk Splecnen Please select RAID levels
RAID Configuration|  SSD Tier
Dtk Pripeiiion RAID Level : RAID 1 b4
 — Quantity of SSD Disks 2
SAS Tier
RAID Leve! RAID & v
Quantity of SAS Disks 4
NL-SAS Tier
RAID Level
Quantity of NL-SAS Disks -
RAID Gei
RAID 10
Back Next || Cancel

Figure 181: Create an Auto Tiering Pool Step 3

9. Select a RAID Level from the drop-down list which lists available RAID level only
according to the disk selection for each tier. And select a Quantity of Subgroups if the
combination RAID level is selected.

10. Click the Next button to continue.
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Create Pool

General Disk Properties

Disk Selection

Please configure the disk properties.

RAID Configuration #| Enable Disk Write Cache

Disk Praperties Enabling disk write cache will improve wnte I/O performance but nisking data loss when power failure.

! Enable Disk Read-ahead

System will preload data to disk buffer based on previously retrieved data. This feature will efficiently improve the performance of
sequential data retrieved

Summary

¥ Enable Disk Command Queuing
Send multiple commands to a disk at once to improve performance

*| Enable Disk Standby
The disks will spin down for power saving when they are idle for a period of time according to the setting

Disk Standby 30 seconds i

Back [ Next cancel |

Figure 182: Create an Auto Tiering Pool Step 4

11. Disk properties can also be configured optionally in this step:

Enable Disk Write Cache: Check to enable the write cache option of disks. Enabling
disk write cache will improve write I/O performance but have a risk of losing data when
power failure.

Enable Disk Read-ahead: Check to enable the read-ahead function of disks. System
will preload data to disk buffer based on previously retrieved data. This feature will
efficiently improve the performance of sequential data retrieved.

Enable Disk Command Queuing: Check to enable the command queue function of
disks. Send multiple commands to a disk at once to improve performance.

Enable Disk Standby: Check to enable the auto spin down function of disks. The
disks will be spun down for power saving when they are idle for the period of time
specified.

12. Click the Next button to continue.
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Pool PraparSes Scheduie Redocation
Pool Type - Auto Tierng Schedude Type Daly
Pocl Name Poot3 Reslorzton Start Time 2000
Preferrad Controfier Controfier 1 Relocason Penod 0 Hours
RAID Configaration 0 Mingtes
SSD Tier Reloczsion Rate Fast
RaiDisw RAD
Cugnity of SS0 Disks 2
SAS T
BAID Lev Ra0s
Cruantity of SAS Disks 4
NL-SAS Ter
RAID Lavel - RAD S
Cruantity of NL-SAS Disks 4
DEsk Propesties
Disk Wnte Cache- Enabiad
Desk Read-anead Enabied
Dk Command Cuesing Enabisd
sk Standty Disatied
Bk Fmse Camcel

Figure 183: Create an Auto Tiering Pool Wizard Step 5

13. By default, we set relocation schedule at 00:00 daily, relocation period set to 00:00 which
means let relocation process run until it finishes, and relocation rate to fast.
14. After confirmation at summary page, click the Finish button to create a pool.

I Pool Name Status Heaith Totsd Free Avaratie Thin Provissoning Auto Tienng \Volumes Current Contraoller
! ¥y | Pookd Oniee Guod WNTE WBWRTE wRTe Enabiad Enatded 0 Controfes 1
Create Poo

Figure 184: An Auto Tiering Pool is Created

15. The pool has been created. If necessary, click the Create Pool button again to create
others.
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TIP

g Auto Tiering 2.0 supports flexible RAID and disk configurations. You can
create each tier (disk group) with different RAID level and different quantity
of disk. For example, SSD tier uses 4 disks with RAID 10 for extreme
performance, SAS tier uses 6 disks with RAID 6, and NL-SAS tier uses 8
disks with RAID 5 for capacity.

CAUTION:
Because the auto tiering pool is based on thin provisioning technology,

please always watch the system logs of thin provisioning pool. If the used
capacity of the thin provisioning pool reaches 95% (default thin provisioning
policy), the system will deactivate the pool to avoid data loss. So, the host
can’t access the pool at this time. You must expand the pool capacity, and
then activate the pool to resolve the issue.

11.3.3. List Auto Tiering Pools

Pool View

Click a pool; it will display the related disk groups. Similarly, click a disk group; it will display
the related disk drives. The pool properties can be configured by clicking the functions
button ¥ to the left side of the specific pool.

[ Mo | Stus  Heath  Toul Free Terlevel RAD  DsksUsed  RAD EE Spares |
|l 1 e Goad wym %arm NLSAS RADE ¢ NiA |
|
| 2 Oviine Good 2WTh 2178 SAS RAIDE 2 NiA
| v I MWNE | MGk s N0 2 Win
Oiziex
{ Enciosure © Slot Satur Heath Capacity Disk Type Marutacire e
I 1 e “00d YINGE SASSSD120Gow  SEAGATE STA00FMO0ES
|0 2 (e Jood W1XGE SASSSD 120Gh SEAGATE ST400FMI0ED

Coaam Foo |

Figure 185: List Auto Tiering Pools
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This table shows the column descriptions.

Table 51: Pool Column Descriptions

Column Name ‘ Description
Pool Name The pool names.
The status of the pool:
e On-line: The pool is online.
° The pool is offline.
Status ° The pool is being rebuilt.
. The pool is being migrated.
. The pool is being relocated.
° The pool is being RAID EE rebuilt.
The health of the pool:
e Good: The pool is good.
Health e Failed: The pool is failed.
. The pool is not healthy and not complete. The
reason could be missing or failed disks.
Total Total capacity of the pool.
Free Free capacity of the pool.
Available Available capacity of the pool.
The status of Thin provisioning:
Thin Provisioning ¢ Disabled.
e Enabled.
The status of Auto Tiering:
e Disabled.
Auto Tiering ¢ Enabled.
¢ Not Supported: The pool contains the disk groups with mixed
disk type.
The Data Secure Mode:
Encryption ¢ Disabled: The pool is not encrypted.
e Enabled: The pool is encrypted.
Volumes The quantity of volumes in the pool.

Current Controller
(This option is
only visible when
dual controllers
are installed.)

The current running controller of the pool.
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Table 52: Disk Group Column Descriptions

Column Name Description

No. The number of the disk group.
The status of the disk group:
e On-line: The disk group is online.
o The disk group is offline.
Status o The disk group is being rebuilt.
. The disk group is being migrated.
o The disk group is being relocated.
° The disk group is being RAID EE rebuilt.
The health of the disk group:
e Good: The disk group is good.
Health e Failed: The disk group is failed.
o The disk group is not healthy and not complete. The
reason could be lack od disk(s) or failed disk.
Total Total capacity of the disk group.
Free Free capacity of the disk group.
RAID The RAID level of the disk group.
Disks Used The quantity of disk drives in the disk group.
The quantity of RAID EE spare disk drives in the disk group. Display
RAID EE Spare N/A is the RAID level is traditional.

Table 53: Disk Column Descriptions

Column Name Description

Enclosure 1D The enclosure ID.

Slot The position of the disk drive.

The status of the disk drive:

e On-line: The disk drive is online.

e Missing: The disk drive is missing in the pool.

o The disk drive is being rebuilt.

. The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

o The disk drive is being scrubbed.

. The disk drive has been checked the disk health.

. The disk drive is being copied back.

The health of the disk drive:

e Good: The disk drive is good.

Health e Failed: The disk drive is failed.

. S.M.A.R.T. error alerts.

. The disk drive has unrecoverable read errors.

Capacity The capacity of the disk drive.

The type of the disk drive:

Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

e [12.0Gb/s|6.0Gb/s | 3.0Gb/s | 1.5Gb/s ]

Manufacturer The manufacturer of the disk drive.

Model The model name of disk drive.

Status
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Auto Tiering View

The Auto Tiering function tab in the Pools function submenu is only visible when auto tiering
license is enabled. Click a pool; it will display the related tiering status. The pool properties
can be configured by clicking the functions button ¥ to the left side of the specific pool.

Pool Name Status Haalth Total Froe Available Volumas Disks Current Controllar
v Pooi-3 nling Good 192678 182576 18257B 5 12 Controlies 1

Fool Tiering Status

| Tier Level Tier Capacity (GB)  Tier Used (GB) Moave Up (GB) Move Down (GB)  Move in (GB)  Tier Status

| sso 742 569 0 0 D { !

]
| sas 20 38 0 0 0 = ]
| NL-Sas 18765 2 0 0 0 { |

Figure 186: Auto Tiering Pools and Status

This table shows the column descriptions.

Table 54: Pool Tiering Status Column Descriptions

Column Name Description

, Tier categories, there are SSD, SAS, Nearline SAS, and SATA. The
Tier Level A . . .
system will hide the tiers without any disk groups.
Tier Capacity Total capacity of the tier.
Tier Used Used capacity of the tier.
Move Up The capacity prepares to move up to higher tier.
Move Down The capacity prepares to move down to lower tier.
Move In The capacity prepares to move in from other tiers.
Bar chart to show the tier status:
Tier Status e Light Blue: Used capamty. _
o : The data will move in.
e Gray: Unallocated.
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11.3.4. Operations on Auto Tiering Pools

Most operations are described in the Configuring Storage Pools section. For more
information, please refer to the chapter 8.4.3, Operations on Thick Provisioning Pools section
and the chapter 9.3.3, Operations on Thin Provisioning Pools section. We describe the
operations about auto tiering in the following.

Schedule Relocation

Click ¥ -> Schedule Relocation to setup the relocation schedule in auto tiering pool. If the
Relocation Period sets as 00:00, it will let relocation process run until it finishes.

Schedule Relocation

Pool Name : Pool-3
Frequency : ¢ Daily
Weekly
Repeat Every 12 ¥ Hours
Relocation Start Time (hh:mm) : 00:00 v
Relocation Period (hh:mm) : 00 v : 00 v {Set as 00:00 to let relocation process run until it finishes.)
Relocation Rate : Fast v

'E| ‘ Cancel |

Figure 187: Relocation Schedule
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Relocate Now

Click ¥ -> Relocate Now to perform relocation right now in an auto tiering pool. Similarly, if
Relocation Period sets as 00:00, it will let relocation process run until it finishes.

Relocate Now

Pool Name : Pool-3
Relocation Period (hh:mm) : 00 Yy : 00 ¥ (Set as 00:00 to let relocation process run until it finishes.)
Relocation Rate - Fast v

Figure 188: Relocate Now

Stop Relocation

Click ¥ -> Stop Relocation to stop relocation when there is a relocation process in an auto
tiering pool. The task that is being relocated will stop until it completes.

11.3.5. Add a Tier (Disk Group) in an Auto Tiering Pool

The Add Disk Group function adds a disk group to a pool to increase the capacity.

3 .
il o -3 =

Figure 189: Add a Disk Group in an Auto Tiering Pool
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Here is an example of adding a disk group in thin provisioning pool.

1. Select a pool, click ¥ -> Add Disk Group to add a disk group in the auto tiering pool.

Add Disk Group
Pool Type
Thin Provisioning - Enabled
Auto Tienng : Enabled
RAID Level

Please select a RAID level
RAID Level - RAID 10 Y

Quantity of Subgroups :

K
«

Select Disks

Please select disks to add a disk group. The maximum quantity of disk in a disk group is 64.

Enclosure ID : 0 (Head Unit: 4224L) ¥
Enclosure ID ~ Slot Health Capacity Disk Type Manufacturer Model
| & o 3 Good 37236 GB = SAS SSD 12.0Gbis SEAGATE ST400FMO053
80 4 Good 37236 GB = SAS SSD 12.0Gb/s SEAGATE ST400FMO053
; s 0 5 Good 74496 GB = SAS SSD 120Gb/s MICRON S630DC-300
i < D 6 Good 74496 GB = SAS SSD 12.0Gbis MICRON S630DC-500
| ¥ |0 7 Good 74496 GB = SAS SSD 12.0Gb/s MICRON S630DC-800
1 ¢ -0 8 Good 74496 GB = SAS SSD 12.0Gb/s MICRON S630DC-800

‘?‘ l Cancel |

Figure 190: Add Disk Group

2. Select a RAID Level from the drop-down list and select a Quantity of Subgroups if the
combination RAID level is selected.

3. Please select disks to add a disk group. The maximum quantity of disk in a disk group is
64. Select an Enclosure from the drop-down list to select disks from the expansion
enclosures.

4. Click the OK button to add a disk group.
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11.3.6. Hot Spares in an Auto Tiering Pool

In an auto tiering pool, hot spare drives can only replace the drives of the same disk type.

For example, a SSD tier can only be assigned SSD type drives as hot spares drives.

Encicaure 0 0 (Head Unit: 4224L) *

| Yot  Swn tesh  Ewrgmen S0/ SE Bma  Capscy Dk Type Usage PoolName  Mamdmioer  Moder
=K e Good | Mo | NA T21WGH SASSSD120Ghs  RAD ook SEAGATE STA00MAL0%)
; v 2 OWes  Goos | Nome Nk WIMWGH  BAS SO 120GhN aAD ookl SEAGATE STLIIN08
v 3 Owna 208 Nore A INRXEGE BASSS0 120Gos Desalad Spwe  Pooil SEAGATE STL00FIACCS2
} v 4 Owne  Oood | None A WIMWOE  SASSSD 127G0a Fren SEAGATE STACOFMEDST
; .' 3 Crine P Nore NA T GE OB SASS50 12000 |AlD Packd WEROMN SE300C-00
) v ¢ Orfee  Good  Nome WA MAWOH  BAS SS0 120GHA RAD Pookd MICRON $6300C-500
A ! Jena 00T Moo NA MASEGE BAS S8D 120Goa RAD Soct ) MICRON S6200C-000
l vi 8 Ownw  Good | Moms NA J4%GE SASSSO 120G RAD Sookd WICRON 563000.0%0
. Crvee o Norw Na teTe SAS MO0 120Gy RaD Pookd SEAGATE ST1200M05S
i vy, uw Lirvom Goont Nore NA 19TE SAS HOOD 12 00 RaD Pooi 1 SEAGATE STI200MMIGES
[w] n Oriine < Cood | None NA \00TE  SASHOD 120G0M  RAD Pock3 SEAGATE STI00MACE3
’ ¥ M Owew  Geor o A 19TB  SASHOO 120004 RAD Poak) SEAGATE ST1200W0A0058
L. n Cren oo Norw & LT NL-SA% H0O 12 0GhN  RAD Fock ) SLAGATE S TROOONMID L
' ¥| W | Owes  Giod | Nem WA EASTE  NLSASHOO 12000 RAD Pooi 3 SEAGATE STRO0ONMOO 1
| v 111 Trenw Geod Novw A & NL-SASMDO 120Gbs  RAD Poct SEAGATE STEO0ONWOD 4
=

16 Tvvwm oot None A EHTE NL-BAS MDD 120064 RAD Pookd SEASATE STROOONMDN 4

Figure 191: Hot Spares in Auto Tiering Pool

11.4. Configure Volumes

This section will describe the operations of configuring volume in auto tiering pool.

11.4.1. Create a Volume in an Auto Tiering Pool

Here is an example of creating a volume in an auto tiering pool.

1. Select the Volumes function submenu, click the Create Volume button.
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Croate Volume
Advancad Pleass enter 3 Vokame Nama and corfgrs the VoRme gereral seftngs
Summary Volume Name i (1]
Pool Name 3 . (Avatable - 262144 GB)
Capacty
‘ohume Type

Salect RAID Volume for geoersl RAID usage or Backup Volume for backup usage such as Fe target volume of jocal clons of remote
TEPRCahon

Nort Cance

Figure 192: Create a Volume of Auto Tiering Pool Step 1

Enter a Volume Name for the pool. The maximum length of the volume name is 32
characters. Valid characters are [A~Z |a~z | 0~9 | -_<>].

Select a Pool Name from the drop-down list. It will also display the available capacity of
the pool.

Enter required Capacity. The unit can be selected from the drop-down list.

Select Volume Type. The options are RAID Volume (for general RAID usage) and
Backup Volume (for the target volume of local clone or remote replication).

Click the Next button to continue.
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fsval Vo ¢ Advaoced Sen
Plaase configure the wolume sdvanced seltings
Summary Block Sae

Pricety
The pricoty is the companson with the other volumes

Background O Prionty
Background VO prorify will infuente valume indiRzation. rebesid, 3d migration

Tierng Polcy

¢ Enalie Cache Mode {(WWrite-back Cache)
Wile back optmizes the system speed bid comes with the risk which the data may be inconsmstent betaeen the caches and daks n a
short tme lervad

Enside Video Edting Mode
Please enable it whean e sppication & m the video editng ervaronment. | sacrifices a bit of performmance but % stable

¢ Enable Read-ahead
The sysiem o deatty what is neaded naxt. Dased an the coment just retrieved from the dak. and e pradaad the data ™o the dak's
bufler When Bhe data 15 be ransmited is continuous. i feature Wik ivprove performance

¢ Enabe Space Reclamation

Sack Nexd Conce

Figure 193: Create a Volume of Auto Tiering Pool Step 2

Volume advanced settings can also be configured optionally in this step:

e Block Size: The options are 512 Bytes to 4,096 Bytes.

e Priority: The options are High, Medium, and Low. The priority compares to other
volumes. Set it as High if the volume has many I/O.

e Background I/O Priority: The options are High, Medium, and Low. It will influence
volume initialization, rebuild, and migration.

e Tiering Policy: The options are Auto Tiering, Start Highest then Auto Tiering, High
Available Tier, Lowest Tier, and No Data Movement. Please refer to the chapter
11.2.3, Tiering Policies section for detail.

e Enable Cache Mode (Write-back Cache): Check to enable cache mode function of
volume. Write back optimizes the system speed but comes with the risk where the
data may be inconsistent between cache and disks in one short time interval.

e Enable Video Editing Mode: Check to enable video editing mode function. It is
optimized for video editing usage. Please enable it when your application is in video
editing environment. This option provides a more stable performance figure without
high and low peaks but slower in average.

e Enable Read-ahead: Check to enable the read ahead function of volume. The system
will discern what data will be needed next based on what was just retrieved from disk
and then preload this data into the disk's buffer. This feature will improve performance
when the data being retrieved is sequential.

e Enable Space Reclamation: Check to enable the space reclamation function of the
volume when the pool is auto tiering.

Click the Next button to continue.
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Figure 194: Create a Volume of Auto Tiering Pool Step 3

9. After confirmation at summary page, click Finish button to create a volume.
10. The volume has been created. It will be initialized in protection RAID level (e.g., RAID 1,
3,5, 6, 0+1, 10, 30, 50, and 60).

1

Volime Name Swtuz Peams

v Vol3 Ordne cama 100

Croate \carw || ocw Clave Ogtom

Figure 195: A Volume in Auto Tiering Pool is Created

Capacity

WGE ' RAD Vouma

Volume Type

SSD Cache

Orsaniec

SnapshotSpace  Snapshots  Clon  Vete  Pool Name |

OMB /0 ME 0 NiA VB Pockd ‘

11. A volume has been created. If necessary, click the Create Volume button to create

another.

TIP:

ESOS supports instant RAID volume availability. The volume can be used
immediately when it is initializing or rebuilding.

TIP:

If the pool contains some disk drives of 4Kn type, it is not available to set
512, 1024, or 2048 block size. When the case happens, it will pop up a
warning message and suggest changing the block size to 4096.
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11.4.2. List Volumes and Operations on Volumes

11.5.

Most operations are described in the chapter 8.5, Configuring Volumes section. For more
information about list volume, please refer to the chapter 8.5.2, List Volumes section. For
more information about operations on volumes, please refer to the chapter 8.5.3, Operations
on Volumes section. We describe auto tiering operations below.

Change Volume Properties

Click ¥ -> Change Volume Properties to change the volume properties of the volume.

Change Volume Properties
Volume Name: Vol-3 33
Priority: ® High %7 Medium % Low
Background I/O Priority: High ¥
Tiering Policy: Auto Tiering v
Cache Mode: L Write-through Cache ® Write-back Cache < Read-Only @
Video Editing Mode: Disabled v ©
Read-ahead: Enabled v ©
Space Reclamation: Enabled v
volume Type: RAID Volume O
[« |[ cancel |

Figure 196: Change Volume Properties

Reclaim Space with Thin Provisioning Pool

Click ¥ -> Space Reclamation to reclaim space from the volume when the volume is in an
auto tiering pool. For more information about space reclamation, please refer to the chapter
9.2.2, Space Reclamation section.

Configure LUN Mappings and Connect by Host
Initiator

Next step you can configure LUN mapping and connect by host initiator. For more information
about LUN mapping, please refer to the chapter 8.6, Configure LUN Mappings section for
detail. For more information about host initiator, please refer to the chapter 8.7, Connect by
Host Initiator section for detail.
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11.6. Transfer to Auto Tiering Pool

This section describes thick provisioning pool or thin provisioning pool transfer to auto tiering
one. If auto tiering license is enabled, the thick or thin provisioning pool without disk group of
mixed disk type can be transferred to the auto tiering pool by Add Disk Group option.

Also note that the thick provisioning pool is preconfigured the space, after transferring to the
auto tiering, the original disk group in the thick provisioning pool will be the lowest tier. When
auto tiering mechanism is running, the hot data are copied to higher tier, but still occupy the
space of the original block. If the data is cold, it will return to the original block space. So, the
total capacity of the pool does not change even adding the capacity of higher tiers.

SSD Tier 3 6 7 New Added SSD Tier

SAS Tier 2 4 8 10 New Added SAS Tier

NL-SASTier | 1 2 i 3 i 4 5 6 7 8 9 | 10 Original Thick Pool

Figure 197: Block Map of Thick Provisioning Pool Transferring to Auto Tiering

Thin provisioning is dynamic allocation of space, if the hot data is moved up to the higher tier;
it will release the original block space. So the total capacity is the sum of all tiers.

SSD Tier 3 6 7 New Added SSD Tier
SAS Tier 2 4 8 10 New Added SAS Tier
NL-SASTier | 1 5 9 Original Thick Pool

Figure 198: Block Map of Thin Provisioning Pool Transferring to Auto Tiering

CAUTION:

The action of transferring to auto tiering is irreversible. Consider all possible
consequences before making this change.
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11.6.1. Transfer from Thick Provisioning Pool to Auto Tiering

First, make sure the auto tiering license is enabled. For more information about enabling
license operation, please refer to the chapter 11.3.1, Enable Auto Tiering License section.
And then use Add Disk Group function to add another tier (disk group). Here is an example
of transfer thick provisioning pool to auto tiering one.

1. Create a thick provisioning pool with SAS disk drives. Auto Tiering status is Disabled.

Pool Name Status Health Total Free Avaitabl Thin Provisioning Auto Tiering Encryption Volumes Current Controfier
‘ 32778 | 32718 | 32778 | Disabled |

[ ¥ ] Pool2 Online | Good 1637TB  1637TB | 1637TB  Enabled Disabled Disabled 0 Controller 1
Disk Groups
No. Status Health Total Free RAID Disks Used RAID 2.0 Spare
[ v BEE 32778 | 32778 { RAIDS | 4 ;NIA |
Disks
i Enciosure ID T Slot I Sla‘ius I Heaith I Capacvty T bisk .Type [ Mam.lf” .ac&uer I Mé&el
0 9 Online = Good 10978 SASHDD 12.0Gbils  SEAGATE ST1200MMO088
0 10 Online | Good 109 7B SASHDD 120Gb/ls  SEAGATE ST1200MM0083
0 1 Online Good 1.09TB SASHDD 12.0Gb/ls = SEAGATE ST1200MM0O088
0 12 Online | Good 10978 SASHDD 120Gbls  SEAGATE ST1200MM0088
| Create Poot |

Figure 199: Transfer Thick Provisioning Pool to Auto Tiering Step 1

2. Click ¥ -> Add Disk Group to transfer from a thick provisioning pool to an auto tiering
pool. Select Enabled from the Auto Tiering drop-down list. The tier (disk group) must be
added one at a time. Select the RAID Level and Select Disks, and then click the OK
button.
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Add Disk Group

Pool Type

Thin Provisioning | Disabled

Auto Tiering Disablod v| @

RAID) Lovl Blsabled

Please select a RAID level.

RAID Level : RAID 1 ¥

Seloct Disks

Please select disks to add a disk group. The maximum quantity of diek in a disk group is 64.

Enclosure 1D : 0 (Head Unit: 4224L) hd

) EnclosuraID | Slot  HMealth = Capacity | Disk Typa | Manufacturer | Model
w0 K Good | 372360GB | SASSSD120Gbls | SEAGATE ST400FMO053
w0 2 | Good | 37236GB = SASSSD120Gbis | SEAGATE | ST4D0FMO0S3
[} ‘ 1] ‘ 3 | Good 37236 GB | SAS SSD 12.0Gb/s SEAGATE | ST400FMO063
gl 4 | Good | 37236GB | SASSSD120Gbis | SEAGATE | ST400FMD053
& | o | 8 | Good | 74496 GB | SAS 85D 12.0Gbis | MICRON S630DC-800
@l 8 | Good | 74496GB  SASSSD120Gbis | MICRON | $630DC-800
56 ‘ 0 | 7 Good | 74496 GB ~ SAS SSD 12.0Gh/s | MICRON S630DC-800
) '8 Good | 74496GB  SAS5SD120Gbis | MICRON | §630DC-800

Figure 200: Transfer Thick Provisioning Pool to Auto Tiering Step 2

Use the same procedure to add another tier if necessary.

L] - Pookd Onwa -~ Geod - WATTE 163I2TE WIITB - Enabied Crsavied Deaied G Lontrater 1
Disk Sioups
| Ne S Hesh Tl Fme  Twlew  RAD | Dekslsed | RAD20Spe |

1 D Gond 33778 37T SAS RADS 4 Nk

[0 1 Onlve  Good 37236 G | SASSSD 120Cbs . SEAGATE STADFNG053 ;
Lo 2 Onia Good WIXGE  SASSSD 120Ghs - SEAGATE srwmms;)}
| TP ST |
i Coeae Pogd |

 EIDOMCRENACAS

Figure 201: Transfer Thick Provisioning Pool to Auto Tiering Step 3

Auto Tiering status is Enabled. The thick provisioning pool has been transferred to auto
tiering.
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TIP:
The total capacity of the pool does not change even adding the capacity of
higher tiers.
CAUTION:

The action of transferring from the thick provisioning pool to auto tiering is
irreversible. Please consider carefully all possible consequences before
taking this step.

11.6.2. Transfer from Thin Provisioning Pool to Auto Tiering

First, make sure the auto tiering license is enabled. For more information about enabling
license operation, please refer to the chapter 11.3.1, Enable Auto Tiering License section.
And then use Add Disk Group function to add another tier (disk group). Here is an example
of transfer thin provisioning pool to auto tiering one.

1. Create athin provisioning pool with NL-SAS disk drives. Auto Tiering status is Disabled.

Pocl Name Staas Heath Tod Fras Avalistie Then Prowsioning Ayt Tienng Encryption Volumes Cugrent Controfier
¥ | Poot Orine . (Good TR 3IXTE 3B Disabled Entied Disatied o Controtier 1
BEE rz 37T | 1EITTB | 163718 Enbied Disabisc Dmatied o Controtier 1
Disk Sroups
i No. - Staws  Heam  Tot@ Fres R4D  DsksUsed  RAID20Spare |
BEE 163778 | 163718 |RamS | 4 NA
Desks
[Encosers© St Swms  Hesth  Capanty  DiskType Manufacsrer | Mode ]
o ) Coirs  Good 54578 NL-SASHOD s20Ghs SEAGATE STEO0ONMOOTS |
o 14 Onire - Good 54578 NL-SASHDD 120Gbs  SEAGATE STEO0NMODTL |
| o z Orine  Good S5 T8 NL-SASHDD 20Ghs SEAGATE STEO00NMO014 |
o 53 Cnire  -Sood 54718 NL-SASHDD 120Ch/s  SEAGATE STE00ONMOBTR |
| Creaw Pog

Figure 202: Transfer Thin Provisioning Pool to Auto Tiering Step 1

2. Click ¥ -> Add Disk Group to transfer from a thin provisioning pool to an auto tiering
pool. Select Enabled from the Auto Tiering drop-down list. The tier (disk group) must be
added one at a time. Select the RAID Level and Select Disks, and then click the OK
button.
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L Add Disk Group

Pool Type

Thin Provisioning - Enabled

Auto Tiering - Disabled v| @

RAID Level

Please select 2 RAID level.

RAID Level - RAID 1 x

Select Disks

Please select disks to add a disk group. The maximum quantity of disk in a disk group is 64.

Enclosure iD - 0 (Head Unit: 4224L) v
1 | Enclosure ID | Slot Health Capacity Disk Type Manufacturer Mode!
< 0 3 Good 37236 GB = SAS SSD 12.0Gbis SEAGATE ST400FM0053
¥ 0 4 Good 37236 GB = SAS SSD 12.0Gbis SEAGATE ST400FMC053
@ o0 5 Good 74496 GB  SAS SSD 12.0Gbis MICRON S$630DC-30C
& .o 6 Good 74496 GB  SAS SSD 12.0Gbis MICRON S$630DC-800
E|o 7 Good 74496 GB = SAS SSD 12.0Gbis MICRON S630DC-800
g0 8 . Good 74496 GB = SAS SSD 12.0Gbis MICRON S530DC-500

Figure 203: Transfer Thin Provisioning Pool to Auto Tiering Step 2

3. Use the same procedure to add another tier if necessary.

[} ool Name Serton Hesith Tots froe Aaiatie  ThnProwsonng Ao Tering - Encrypton | Volumes vc«mm
' Pock! Drvive CGood s 3are s Disatied Erabled Desablad _0 Cantroler

MATH 1674 TR L ALR: atnodt

Disk Srowps

No | Swna | Heamn | Tew Free Tetleows | RAID - DikaUssd | RAD203pwe |
X 9 Onie | Ceof 163778 1637TB  NLSAS  RAIDS | 4 A |
Ciskt
Erciowrs ' Set  Swan | vea  Cmechy | Dwk e Machoctrsr | Node |
o '3 Colrw  Good 2% GB  SASSSO120Gby - SEAGATE STL00FN0053 |
2 4 Oning  Gows  MI2GE SASSSD 120G SEAGATE STS0FAD083 |

Figure 204: Transfer Thin Provisioning Pool to Auto Tiering Step 3

4. Auto Tiering status is Enabled. The thin provisioning pool has been transferred to auto
tiering.
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TIP:
The total capacity of the pool is the sum of all tiers.

CAUTION:
The action of transferring from the thin provisioning pool to auto tiering is

irreversible. Please consider carefully all possible consequences before
taking this step.

SSD Cache vs. Auto Tiering

The SSD cache and auto tiering solutions can work together and complement each other. A
key difference between tiering and cache is that tiering moves data to SSD instead of simply
caching it. Tiering can also move data both from slower storage to faster storage and vice
versa. But SSD cache is essentially a one-way transaction. When the cache is done with the
data it was accelerating it simply nullifies it instead of copying it back to HDD. The important
difference between moves and copies is that a cache does not need to have the redundancy
that tiering does. Tiering stores the only copy of data for potentially a considerable period, so
it needs to have full data redundancy like RAID or mirroring.

SSD Cache Auto Tiering
% [
Pool Pool
. - Voo, e | |
Total Capacity =HDD
Total Capacity =HDD + SSD
- HDD Storage SDD Storage

Figure 205: SSD Cache vs. Auto Tiering
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Total storage capacity in auto tiering is a sum of all individual tier capacities whereas in cache,
the cache capacity does not add to the overall slower storage capacity. This is one of the key
differences. In addition, SSD cache affects rapider than auto tiering because auto tiering will
be affected by relocation the data in a period. So SSD cache warm-up timeframe is usually
minutes/hours whereas tiering warm-up is usually in days.

SSD cache is used for highly frequent data access environment and is effective in a short
term such as virtualization or video editing applications. However, auto tiering is used for
predictable I/O workloads and is effective in a long term. It's suitable for web, file, or emalil
server applications.

Table 55: SSD Cache vs. Auto Tiering

SSD Cache Auto Tiering

Total Capacity HDD HDD + SSD
When SSD is Damaged Pool Works Fine Pool Fails
Performance Effective in Short Term Effective in Long Term
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Data Backup

12.1.

12.1.1.

This chapter describes an overview and operations of data backup options in ESOS. ESOS
provides built-in data backup services for protecting data from most unpredictable accidents
including:

e Volume snapshot which is described in the Managing Snapshots section.

e Local volume cloning which is described in the Manage Local Clones section.

e Remote replication to have data duplicated to the remote sites, the function is described
in the Managing Remote Replications section.

The DATA BACKUP function menu provides submenus of Snapshots and Replications.
Clone function is built in the Volumes function tab of the Volumes function submenu.

Managing Snapshots

volume snapshot is based on copy-on-write technology. It's a block-based and differential
backup mechanism. Snapshot functionality is designed to be highly efficient, it keeps a point
in time record of block-level, incremental data changes of the target LUN volume. Snhapshot
can help recover a LUN volume to a previous state quickly to meet enterprise SLA (Service
Level Agreement) requirements of RPO (Recovery Point Objectives) and RTO (Recovery
Time Objective).

Snapshot is the easiest and most effective measure to protect against ransomware attacks,
virus attacks, accidental file deletion, accidental file modification, or unstable system hardware
caused by a bad I/O cable connection, unstable power supply... etc.

Theory of Operation

Snapshot-on-the-box captures the instant state of data in the target volume in a logical sense.
The underlying logic is copy-on-write, moving out the data which would be written to certain
location where a write action occurs since the time of data capture. The certain location,
named as “Snapshot Volume”, is essentially a new volume which can be attached to a LUN
provisioned to a host as a disk like other ordinary volumes in the system.
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Snapshot Space

Snap-To _ Snap-To _ Snap-To —
Snap-T1 “ Snap-T1 n
Snap-T2
¥ v
//- X & / Z
To - T1 - T2
Target Volume
ABCDE AFCDE AFCGH

Figure 206: Copy-on-Write Technology

Snapshot Rollback

Rollback restores the data back to the state of any time which was previously captured in
case for any unfortunate reason it might be. Snapshot volume is allocated within the same
pool in which the snapshot is taken, we suggest reserving 20% of the pool capacity or more
for snapshot space.

Writable Snapshot

Apart from the rollback function, snapshot allows direct access to the snapshot content with
read or read/write permissions. There are two benefits: One is that it will not consume the free
capacity of the storage pool. The other one is that it will not affect the content of the target
volume. Before attaching a LUN to the snapshot, the snapshot needs to be exposed to be
prepared for accessing. An example of these benefits would be, programmers or developers
can easily test a previous version of their compiled codes simply by mounting an older
snapshot version onto a LUN instead of rolling back the snapshot and overwriting the existing
source codes.
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Integration with Windows VSS (Volume Shadow Copy Services)

Snapshot is fully compatible with Windows VSS (Volume Shadow Copy Services). VSS is a
host memory flush mechanism for creating consistent point in time copies of data known as
“shadow copies”. A Windows agent utility is provided to bridge and synchronize the
information between the SAN system and Windows operating system. After implementation,
you can trigger a snapshot directly from the Windows operating system without any data
consistency issues.

Writers Requestors
Exchange Server Backup Agent or Snapshot
SQL Server Scheduler:

Windows File System (NTFS) QVSSClient, Veeam,..etc

Hyper-V

Active Directory

Volume Shadow
Copy Service

eterio SAN VSS
(Hardware provider)

Volume 1 Volume 2 Volume 3 Volume 4

Figure 207: Volume Shadow Copy Services Workflow

Select Snapshots function submenu to setup snapshot space, take snapshots, list
snapshots, setup snapshot schedule, and delete snapshots.

@ DATA BACKUP
) Snapshots
Remote Replications

Figure 208: Snapshot Function Submenu
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snapshot is also 64. So, a system can have 4,096 snapshots.

Table 56: Snapshot Parameters

eterio

data works

maximum volume quantity for

Maximum snapshot quantity per volume

64

Maximum volume quantity for snapshot

64

Maximum snapshot quantity per system

4,096 (= 64 x 64)

12.1.2. Configure Snapshot

Set Snapshot Space

Before taking a snapshot, ESOS must reserve some storage space for saving variant data.

Here’s an example of setting snapshot space.

1. There are two methods to set snapshot space. Select the Snapshots function submenu,
click the Set Snapshot Space button. Or select the Volumes function submenu, selects

a volume, then click ¥ -> Set Snapshot Space.

Set Snapshot Space

Volume Name: Vol-1 v

Capacity: 100 GB v

Free Capacity: 1925GB

Available: 1925GB
Minimum: 5GB

(o] e

Figure 209: Set Snapshot Space

2. Enter a Capacity which is reserved for the snapshot space, and then click the OK button.
The minimum capacity is suggested to set 20% of the volume. Now there are two
capacities in Snapshot Space column in the Volumes function tab. The first capacity is
current used snapshot space, and the second capacity is reserved total snapshot space.
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Take a Snapshot
Here’s an example of taking a snapshot of the volume.

1. There are two methods to take snapshot. Select the Snapshots function submenu, click
Take Snapshot button. Or select the Volumes function submenu, selects a volume, then
click ¥ -> Take Snapshot.

Take Snapshot

Volume Name: Vol-1. v

Snapshot Name: Snap-Vol-1 @%

| OK || Cancel |

Figure 210: Take Snapshot

2. Enter a Snapshot Name. The maximum length of the snapshot name is 32 characters.
Valid characters are [A~Z | a~z | 0~9 | -_<>].
3. Click the OK button. The snapshot is taken.

List Snapshots

Select the Snapshots function submenu, the drop-down lists at the top enable you to switch
the volumes.

Show snapshots for volume: Vol-1 ¥

Snapshot Name Status Health Used Exposure Permission LUN Time Created
r;,l Snap-Vol-1 N/A Good 0 MB No N/A None Wed Jul 12 13:24:46 2017

I Set Snapshot Space H Take Snapshot H Schedule Snapshots H Delete Snapshots

Figure 211: List Snapshots 1
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This table shows the column descriptions.
Table 57: Snapshot Column Descriptions
Column Name ‘ Description
Snapshot Name The snapshot names.
The status of the snapshot:
¢ N/A: The snapshot is normal.
Status ° The snapshot is for clone or replication usage.
e Undeletable: The snapshot is undeletable.
e Aborted: The snapshot is over space and abort.
The health of the snapshot:
Health e Good: The snapshot is good.
e Failed: The snapshot fails.
Used The amount of the snapshot space that has been used.
Exposure The snapshot is exposed or not.
The permission of the snapshot:
Permission o N/A: Unk_nown when the snapshot is unexp_osed.
¢ Read-write: The snapshot can be read / write.
e Read-only: The snapshot is read only.
The LUN status of the snapshot:
LUN ¢ None: The snapshot is not mapped any LUN.

¢ Mapped: The snapshot is mapped a LUN.

Time Created

The created time of the snapshot.

Select the Volumes function submenu, selects a volume, then click ¥ -> List Snapshots.

List Snapshots

Snapshot Name

Status Health Used Exposure Permission LUN Time Created

Snap-Vol-1

N/A Good 0 MB No N/A None Wed Jul 12 13:24:46 2017

[ox]

Figure 212: List Snapshots 2

Expose Snapshot

Here’s an example of exposing a snapshot.

1. Select the Snapshots function submenu, click ¥ -> Expose Snapshot to set writable
snapshot capacity to expose the snapshot.

Page 263 from 350



terio

data works
Expose Snapshot
Capacity: 50 e v @
Available Space: 95 GB
‘ oK H Cancel |

Figure 213: Set Writable Snapshot Capacity to Expose Snapshot

2. Enter a Capacity which is reserved for the snapshot. If the size is 0, the exposed snapshot

will be read only. Otherwise, the exposed snapshot can be read / written, and the size will

be the maximum capacity for writing.

Click the OK button.

4. Click ¥ -> Map LUN to map a LUN to the snapshot. Please refer to the chapter 8.6,
Configure LUN Mappings section for detail.

5. Done. The Snapshot can be used as a volume.

w

TIP
Q If the capacity of exposed snapshot is set to 0, the snapshot is read only. If
it is not 0, the snapshot can be writable, and it becomes writable snapshot.

Unexpose Snapshot
Here’s an example of unexposing a snapshot.

1. Select the Snapshots function submenu, click ¥ -> Unexpose Snapshot to unexposed
snapshot
2. Click OK button.

Configure LUN Mappings

1. Select the Snapshots function submenu, click ¥ -> Map LUN to map a LUN to the
snapshot. Please refer to the chapter 8.6, Configure LUN Mappings section for detail.

2. Click ¥ -> List LUNSs to list all LUNs of the snapshot.

3. Click ¥ -> Unmap LUNs to unmap LUNs from the snapshot.
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Delete One Snapshot

Select Snapshots function submenu, click ¥ -> Delete to delete the snapshot. All snapshots
after deleted one will be deleted.

CAUTION:

If a snapshot has been deleted, the other snapshots which are earlier than
it will also be deleted. The space occupied by these snapshots will be
released after deleting.

Delete All Snapshots
To clean up all the snapshots, please follow these steps.

1. There are two methods to cleanup snapshots. Select the Snapshots function submenu,
click Delete Snapshots button. Of select the Volumes function submenu, selects a
volume. And then click ¥ -> Delete Snapshots.

2. Click the OK to apply. It will delete all snapshots of the volume and release the snapshot
space.

Configure Rollback Snapshot

Rollback Snapshot
The data in snapshot can roll back to the original volume. Please follow the procedures.

1. Select the Snapshots function submenu, selects a snapshot. And then click ¥ ->
Rollback Snapshot to roll back the snapshot to the volume.
2. Click the OK to apply.

CAUTION:
Before executing rollback, it is better that the disk is unmounted on the host
computer for flushing data from cache.

When a snapshot has been rolled-back, the related snapshots which are
earlier than it will also be removed. But the rest snapshots will be kept after
rollback.
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The snapshots can be taken by schedule such as hourly or daily. Please follow the

procedures.

1. There are two methods to set schedule snapshots. Select the Snapshots function
submenu, click the Schedule Snapshots button. Or select the Volumes function
submenu, selects a volume. And then click ¥ -> Schedule Snapshots.

Schedule Snapshots

Vol-1

Months to Take Snapshots:

Weeks to Take Snapshots:

Days to Take Snapshots:

Hours to Take Snapshots:

Minutes to Take Snapshots:

Auto Mapping:

All
01
05
09

All
1
5

All

Sun ¥ Mon ¢ Tue ¥ Wed
Thu ¢ Fri ¥ Sat

All
00
04
08
12
16
20

All
00

02
06
10

01
05
09

) 13
12
21!

) 156

03
07
i1

02

10
14
18
22

30

04
08
12

03

11
15

119

23

45

] OK } Cance! |

Figure 214: Schedule Snapshots

2. Check the schedules you want to set. They can be set by monthly, weekly, daily, or hourly.
Check the Auto Mapping box to map a LUN automatically when the snapshot is taken.

And the LUN can access by the Allowed Hosts column.

3. Click the OK to apply.

INFORMATION:

0 Daily snapshot will be taken at 00:00 daily.

Weekly snapshot will be taken every Sunday at 00:00.

Monthly snapshot will be taken every first day of the month at 00:00.
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12.1.5. Snapshot Notices

Snapshot function applies copy-on-write technique on volume and provides a quick and
efficient backup methodology. When taking a snapshot, it does not copy any data at first time
until a request of data modification comes in. The snapshot copies the original data to
snapshot space and then overwrites the original data with new changes. With this technique,
snhapshot only copies the changed data instead of copying whole data. It will save a lot of disk
space.

Data Consistent Snapshot

Before using snapshot, users should understand why sometimes the data becomes corrupted
after rollback of snapshot. Please refer to the following diagram.

When the data is modified from the host computer, the data will pass through file system and
memory of the host (write cache). Then the host will flush the data from memory to physical
disks, no matter the disk is local disk (IDE or SATA), DAS (SCSI or SAS), or SAN (fibre or
ISCSI). From the viewpoint of the storage device, it cannot control the behavior of the host
side. It sometimes happens that when a snapshot is taken, some data is still in memory and
did not flush to disk. Then the snapshot may have an incomplete image of the original data.
The problem does not belong to the storage device. To avoid this data inconsistency issue
between a snapshot and original data, the user must make the operating system flushes the
data from memory of the host (write cache) into disk before taking snapshot.

Host data
/0 route

NG
C File System )

& $4 Q
( Memory (cache) >

¢

Physical Physical F’hySI‘cal
disk disk disk
(SATA) (ISCSI} SAS or

Fibre)

Figure 215: Host data 1/0O Route
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On Linux and UNIX platforms, a command named sync can be used to make the operating
system flush data from write cache to disk. For the Windows platform, Microsoft also provides
a tool — sync, which does exactly the same thing as the sync command in Linux/UNIX. It will
tell the OS to flush the data on demand. For more information about sync tool, please refer
to http://technet.microsoft.com/en-us/sysinternals/bb897438.aspx

Besides the sync tool, Microsoft developed VSS (volume shadow copy service) to prevent
this issue. VSS is a mechanism for creating consistent “point-in-time” copies of data known
as shadow copies. It is a coordinator between backup software, application (SQL or
Exchange...) and storage systems to make sure snapshots can occur without the problem of
data-irregularities. For more information about the VSS, please refer to
http://technet.microsoft.com/en-us/library/cc785914.aspx. eterio SAN storage systems fully
support Microsoft VSS.

Run Out of Snapshot Space

Before using shapshot, a snapshot space is needed from pool capacity. After a period of
working snapshot, what if the snapshot size over the snapshot space of user defined? There
are two different situations:

1. If there are two or more snhapshots existed, the system will try to remove the oldest
snapshots (to release more space for the latest snapshot) until enough space is released.

2. If there is only one snapshot existed, the snapshot will fail. Because the snapshot space
iS run out.

For example, there are two or more snapshots existed on a volume and the latest snapshot
keeps growing. When it comes to the moment that the snapshot space is run out, the system
will try to remove the oldest snapshot to release more space for the latest snapshot usage.
As the latest snapshot is growing, the system keeps removing the old snapshots. When it
comes that the latest snapshot is the only one in system, there is no more shapshot space
which can be released for incoming changes, then snapshot will fail.

Maximum Snapshot Quantity per Volume

There are up to 64 snapshots can be created per volume. What if the 65th snapshot has been
taken? There are two different situations:

1. If the snapshot is configured as schedule snapshot, the latest one (the 65th snapshot) will
replace the oldest one (the first snapshot) and so on.

2. If the snapshot is taken manually, when taking the 65th snapshot will fail, and a warning
message will be showed on web user interface.

Rollback and Delete Snapshot

When a snhapshot has been rolled back, the related snapshots which are earlier than it will
also be removed. But the rest snapshots will be kept after rollback. If a snapshot has been
deleted, the other snapshots which are earlier than it will also be deleted. The space occupied
by these snapshots will be released after deleting.
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Managing Local Clones

Local clone is used to make a duplicate copy of a volume in the same storage pool as well as
in a separate storage pool within the same enclosure. In setting up local clone task, the first
clone is a full copy. From now on, the cloning is a differential copy, created using snapshot
functionality. Manual and scheduled tasks are available for management flexibility. In the
event that the source volume is broken, and it fails, IT managers can quickly switch to the
cloned volume and resume data services.

Figure 216: Local Clone Diagram

Theory of Operation

At the beginning, copy all data from the source volume to target. It is also called full copy.
Afterwards, take a snhapshot on source volume and then copy delta data to perform the
incremental copy.

TIP

g Please be fully aware that the incremental copy needs to use snapshot to
compare the data difference. Therefore, having enough snapshot space for
the volume is very important.
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Figure 217: Local Clone Steps

In general, local clone operates as follows:

akrwdE

terio

Target Volume
/_,’—\

B

e

SnapshotT1

P

o

Snapshot T2

Create a local clone task, 2 snapshots are taken on the Source Volume.
Data from the Source Snapshot T1 is copied to the Target Volume.
The Target Snapshot T1 is refreshed and becomes the common base.
Host keeps writing new data to the Source Volume.
At next synchronization, the Source Snapshot T2 is refreshed and copies only the
changes since the last synchronization.
The Target Snapshot T2 is refreshed and becomes the common base.

data works

The local clone operations are under the Volumes function tab which provides to setup local
clone task, start or stop the tasks, setup local clone schedule, and delete tasks. The maximum
clone task quantity per volume is 1, and the maximum clone task quantity per system is 64.

Table 58: Local Clone Parameters

Item Value

Maximum clone task quantity per volume (Maximum clone
pairs per source volume)

1

Maximum clone task quantity per system

64

Rollback Local Clone
Rollback local clone operates are in the following:

1.
2.
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After completing the local clone task, the data can be rolled-back.
Exchange the roles of source and target volume, follow the operations on local clone to
create a local clone task. Notice that the data in original volume will be destroyed. You
have to comprehensive consideration before doing.
Or create a new target volume to back-up to.
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Figure 218: Rollback Local Clone

12.2.2. Configure Local Clone

Create a Local Clone Task

Here’'s an example of creating a local clone from source volume to target one. Assume that
we define the name in the example.

e  Source Volume Name: Source-Vol-1
e Target Volume: Name: Target-Vol-2

1. Before cloning, it must have a backup target volume. Select the Volumes function
submenu, click the Create Volume button. And then select Volume Type to Backup
Volume. Please refer to the chapter 8.5.1, Create a Volume section for detail.

Create Vobsme
Gemecs Vesams Gensral Semmings
Adianced Piazse enter 3 volums name 2nd configurs the wolume geners’ selings
Summary \Siume Nams Target e 2 o
Poci Mame Pagi-1 - {Aeaicble 1107 G
Capacts i - .

Volume Type -
Sefest RAID Volume It 52
spicston

Sackup Volums for tackup usage suzh 35 e tarpet voiume of local cions or rfemote

Figure 219: Create Target Volume
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Figure 220: List Source and Target Volumes for Local Clone
2. Select the source volume, and then click ¥ -> Create Local Clone.
3. Select a target volume, and then click the OK button.
Create Local Clone
<first wprevy - 1 nextr
Volume Name Capacity Status Health Pool Name
e | Target-Vol-2 11.00 GB Online Optimal | Pool-1
1
’ oK H Cancel ]

Figure 221: Create Local Clone

TIP:

The volume type of the target volume should be set as Backup Volume.

Please refer to the chapter 8.5.1, Create a Volume in the Storage
Management chapter.

At this time, if the source volume has no snapshot space, it will be allocated snapshot
space for clone usage automatically. The capacity will depend on the parameter of
Cloning Options.
Done, now ready to start cloning volumes.
1 next
Volume Name Status Health Capacity Volume Type S50 Cache Snapshot Space Snapshots Clone Write Pool Name:
LY | Source-\ol-1 Online Optimal 1000 GB RAID Volume Disabled 158GB/21586GB 0O |Targabvot-2 IWE Poolk1
¥ | | TargetMol-2 Online Opmal | 11.00.GB BackupVolume  Disabled OMBIOMB 0 NA WB Pook1

¥ hext> s

| create Voume || Locai Glone Ontions

Figure 222: List Source and Target Volumes
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Start Local Clone Task
To start cloning, please follow the procedures.

1. Select the source volume, and then click ¥ -> Start Local Clone.
2. Click the OK button. The source volume will take a snapshot, and then start cloning.

Stop Local Clone Task
To stop cloning, please follow the procedures.

1. Select the source volume, and then click ¥ -> Stop Local Clone.
2. Click the OK button to stop cloning.

Delete Local Clone Task
To clear the clone task, please follow the procedures.

1. Select the source volume, and then click ¥ -> Delete Local Clone.
2. Click the OK button to clear clone task.

Configure Schedule Local Clone Tasks

The clone task can be set by schedule such as hourly or daily. Please follow the procedures.

1. Select the source volume, and then click ¥ -> Schedule Local Clone.

Scheduie Local Clone
Set Local Clone Schedule: Scucce-Val-1

M

Months in the Year: 0302503004
03 06 07 'o8
09 10 11 12

Al
13RI oe
5

Weeks im the Maonth

v al
¥ Sun ¥ Mon # Tun @ Wed
< Thu? Fri @ sat

Days of the Weok

al
00 0L 0250 0)
4 5 6 7

Hours In the Day: ga g‘) ?: 9
12 13 4 13
1% 1 18 19
20 1522023

Minutes In the Howr: Al

oc 13 43

o Corenl

Figure 223: Schedule Local Clone
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2. Check the schedules which you want. They can be set by monthly, weekly, daily, or hourly.
Click the OK button to apply.

INFORMATION:

0 Daily snapshot will be taken at 00:00 daily.
Weekly snapshot will be taken every Sunday at 00:00.

Monthly snapshot will be taken every first day of the month at 00:00.

12.2.4. Local Cloning Options

Select the Volumes function submenu, click the Local Clone Options button. There are
three options, described in the following.

Local Clone Options
Automatic Snapshot Space Allocation Ratio: o 2 v
Automatic Snapshot Checkpoint Threshold: o 50% v
Restart the task an hour later if it failed: Enabled

] oK H Cancel ’

Figure 224: Local Cloning Options

e Automatic Snapshot Space Allocation Ratio: This setting is the ratio of the source
volume and snapshot space. If the ratio is set to 2, when there is no snapshot space
assigned for the volume, the system will automatically reserve a free pool space to set
as the snapshot space with twice capacity of the volume. The options are 0.5 ~ 3.

e Automatic Snapshot Checkpoint Threshold: The setting will be effective after enabling
schedule clone. The threshold will monitor the usage amount of the snapshot space.
When the used snhapshot space achieves the threshold, system will take a snapshot and
start clone process automatically. The purpose of threshold could prevent the incremental
copy failure immediately when running out of the snapshot space. For example, the
default threshold is 50%. The system will check the snapshot space every hour. When
the snapshot space is used over 50%, the system will start clone task automatically. And
then continue monitoring the snapshot space. When the rest snapshot space has been
used 50%, in other words, the total snapshot space has been used 75%, the system will
start clone task again.
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e Restart the task an hour later if failed. The setting will be effective after enabling a
scheduled clone. When running out of snapshot space, the volume clone process will be
stopped because there is no more available snapshot space. If this option is checked,
the system will clear the snapshots of clone in order to release snapshot space
automatically, and the clone task will be restarted after an hour. This task will start a full

copy.

CAUTION:

The default snapshot space allocated by the system is two times the capacity
of source volume. That is the best value of our suggestion. If user sets
snapshot space manually and lower than the default value, understand that
if the snapshot space is not enough, the clone task will fail.

12.2.5. Local Clone Notices

12.3.

While the clone is processing manually, the incremental data of the volume is over the
snapshot space. The clone will complete the task, but the clone snapshot will fail. At the next
time, when trying to start clone, it will get a warning message “There is not enough of snapshot
space for the operation”. The user needs to clean up the snapshot space in order to use the
clone feature. Each time the clone snapshot failed, it means that the system loses the
reference value of incremental data. So it will need to make a full copy the next time a clone
task starts.

Managing Remote Replications

Remote replication is a block-level, asynchronous, differential remote volume backup function
through LAN or WAN. It has many powerful capabilities such as unlimited bandwidth, traffic
shaping, and multiple connections per replication task.

Figure 225: Remote Replication Diagram
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Remote replication uses the iSCSI function to set up a replication connection. It can use the
full bandwidth of the assigned network port to allow the best backup speed. However, in order
to balance replication traffic and non-replication traffic, the traffic shaping function can help to
reserve necessary bandwidth for non-replication 1/0.

If the replication task requires more bandwidth, Remote replication allows multiple
connections per task by intelligently balancing the backup task across multiple connections
to enhance the bandwidth.

Both manual and scheduled replication tasks are supported for flexible management. To
handle huge data remote replication, Remote replication allows transforming local cloning
task into a remote replication task. You can perform the local clone first for the full copy. Then
use disk roaming function to physically transport the disk drives that contain the cloned volume
to the remote site. Lastly, use the function of transforming from the local clone task to the

remote replication one.
|n Il l@ I

New York City o ° Boston

Figure 226: Local Clone Transfers to Remote Replication

Remote Replication Topologies

Remote replication supports multiple topologies to suit various disaster recovery
configurations. They are one-directional, bi-directional, one-to-many, many-to-one, and
many-to-many. Both the source volume and destination volume in a replication connection
are exclusive to the pair. Either one can NOT be served as the source or destination volume
of a different replication connection. Each SAN storage system can support up to 32
replication tasks concurrently. Below are the supported topologies.

. One-Directional .
Site A Site B

Figure 227: One-Directional Remote Replication

A Source Volume (S) in Site A is replicating to a Target Volume (T) in Site B. This is the most
basic remote replication topology.
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Figure 228: Bi-Directional Remote Replication

Each system in a two system topology acts as a replication target for the other’s production
data. A Source Volume (S1) in Site A is replicating to a Target Volume (T1) in Site B. And a
Source Volume (S2) in Site B is replicating to a Target Volume (T2) in Site A.

One-to-Many _
Site B

Site A

|

Figure 229: One-to-Many Remote Replication

A single source system replicates different storage resources to multiple target systems. A
Source Volume (S1) in Site A is replicating to a Target Volume (T1) in Site B. At the same

time, a Source Volume (S2) in Site A is replicating to a Target Volume (T2) in Site C. So, does
S3in Site A to T3 in Site D.

Many-to-One

Figure 230: Many-to One Remote Replication

Multiple source systems replicate to a single target system. A Source Volume (S1) in Site B
is replicating to a Target Volume (T1) in Site A. At the same time, a Source Volume (S2) in
Site C is replicating to a Target Volume (T2) in Site A. So, does S3 in Site D to T3 in Site A.
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Manv-to-Many
Site B

Site A — site D
[G/H \_““_
[]I-\E ’

Figure 231: Many-to Many Remote Replication

&
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Combination with bi-Directional, one-to-many, and many-to-one, remote replication also
supports Many-to-Many topology. Multiple source systems replicate to multiple target
systems. A Source Volume (S1) in Site A is replicating to a Target Volume (T1) in Site B. At
the same time, a Source Volume (S2) in Site B is replicating to a Target Volume (T2) in Site
A. And does S3t0 T3, S4to T4, ..., S8 to T8.

TIP
g Note that all supported topologies have a 1-to-1 configuration for each
individual replication session in the topology.

The maximum replication task quantity per system is 32. It means that 32
systems are the maximum quantity of any many-to-one or one-to-many
replication configuration.

12.3.2. Theory of Operation

At the beginning, replication will copy all data from the source volume to the target. It is also
called a full copy. Afterwards, use snapshot technology to perform the incremental copy.

TIP

g Please be fully aware that the incremental copy needs to use snapshot to
compare the data difference. Therefore, sufficient snapshot space for the
volume is very important.
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Figure 232: Remote Replication Steps

In general, remote replication operates in the following way.

1.

abk b

Create aremote replication task, as the time going, two snapshots are taken on the Source
Volume.

Data from the Source Snapshot T1 is copied to the Target Volume.

The Target Snapshot T1 is refreshed and becomes the common base.

Host keeps writing new data to the Source Volume.

At next synchronization, the Source Snapshot T2 is refreshed and copies only the
changes since last synchronization.

The Target Snapshot T2 is refreshed and becomes the common base.

Select the Remote Replications function submenu to setup remote replication task, start, or
stop tasks, setup remote replication schedule, delete tasks, and setup traffic shaping.

Remote Replications

@ DATA BACKUP
~ Snapshots
Remote Replications

Figure 233: Snapshot Function Submenu

The maximum replication task quantity per volume is 1, and the maximum replication task
quantity per system is 32, and the maximum traffic shaping quantity per system is 8.
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Table 59: Remote Replication Parameters

Item Value

Maximum remote replication task quantity per volume 1
(Maximum remote replication pairs per source volume)

Maximum remote replication task quantity per system 32
Maximum traffic shaping quantity per system 8
Maximum iSCSI multi-path quantity in a remote replication 2
task

Maximum iSCSI multiple connection quantity per remote 4
replication task path

Configure Remote Replication

Create a Remote Replication Task

Here’s an example of creating a remote replication task from source volume to target one.
Assume that we define the name and the IP addresses in the example.

Site A Site B

(=i =] ==

Figure 234: Example of Creating a Remote Replication Task

Site A Source Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address: 10.10.1.1
e Controller 1, Onboard LAN 2 IP Address: 10.10.1.2
e Controller 2, Onboard LAN 1 IP Address: 10.10.1.3
e Controller 2, Onboard LAN 2 IP Address: 10.10.1.4
e  Source Volume Name: Source-Vol-1

Site B Target Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address: 10.10.1.101
e Controller 1, Onboard LAN 2 IP Address: 10.10.1.102
e Controller 2, Onboard LAN 1 IP Address: 10.10.1.103
e Controller 2, Onboard LAN 2 IP Address: 10.10.1.104
e Target Volume: Name: Target-Vol-2
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Operate ESOS web Ul of Site B target unit:

1. Before replication, it must have a backup target volume. Select the Volumes function
submenu, click the Create Volume button. And then select Volume Type to Backup
Volume. Please refer to the chapter 8.5.1, Create a Volume section in the Storage

Management chapter.

Create Voiame
recainl Valume General Setrmgs
Acarced Plaase enter 3 volume nams and configire e volume general sefings
Semmary Volume Name gat-val-2 (1)
Pool Name Poci-1 v (Axaiatle 1107 GE)
Capacity 35
Vilume Type RAID Volums
Selsct RAID Voiume i FAID Volume Jackup Volume for backup usage such as the targat volums of local clone or ramote
replcason Backup Volume

Next Cance

Figure 235: Create Target Volume in Site B

2. After creating a target volume, please also setup snapshot space. So the snapshot of the
source volume can replicate to the target volume. Please refer to the chapter 12.1.2,

Configure Snapshot section.

1

Vourra ame Sane ~aam Cagacey voume Tge 850 Cattw Srapsnot Spate Sazancts Chore Virre P00 Nama

v Targee-\vs-J Crore crrria 100 GbY Bachup Viokare  Dhaalthed 155CH M0 GCS NA WwE L
|

1

Tream Ve Lyt Core Ortiov

Figure 236: List Target Volume in Site B

3. Map a LUN of the target volume. Please refer to the chapter 8.6, Configure LUN Mappings
section in the Storage Management chapter.

Operate web Ul of Site A source unit:

4. Select the Remote Replications function submenu, click the Create button.
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Remote Replication - Select a Source Volume
<prev 1
Volume Name Capacity Status LUN Snapshots Pool Name
®  Source-Vol-1 10.00 GB Online None 0 Pool-1
<<first <prev 1 next> last>>
Next || cancel |
Figure 237: Create a Remote Replication Task Step 1
5. Select a source volume, and then click the Next button.
' Remote Replication - Set Source Port and Target IP Address
Source Port: Auto v
Target IP Address: 10.10.1.101
| Back | | Next || Cancel |

Figure 238: Create a Remote Replication Task Step 2

6. Select the Source Port and input the Target IP Address, and then click the Next button.

TIP:

Leave the setting of the Source Port to Auto if you don’t want to assign a
fixed one. The system will try to connect to the target IP address
automatically.
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Remote Replication - Set Authentication Method and Select a Target Name

Select an Authentication Method

® CHAP
CHAP Username: hapi (7]
CHAP Password: ersnnnn suans 1)
Select a Target Name
| No Target Name i
® 1 iqn.2018-08.com.eterio :M D4224S-000d40000:dev0.ctrl
| Back |

Figure 239: Create a Remote Replication Task Step 3
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| Next || Cancel |

Select an Authentication Method and input the CHAP Username and CHAP Password

if needed. Select a Target Name, and then click the Next button.

TIP:

This CHAP account is the iSCSI authentication of the Site B target unit. For
more information about CHAP, please refer to the chapter 7.3.4, Configure
iISCSI CHAP Accounts section in the Host Configuration chapter. Select No
Authentication Method if there is no CHAP enabling in the Site B target
unit.

8.

Remote Replication - Select a Target LUN

space of the backup volume on the target side is properly configured.

" No. | LUN | VoumeName | Capacity  Manufacturer | Model | WWN.

EERE 0 11.00 GB

Target-Vol-2 eterio

| Back ]

Figure 240: Create a Remote Replication Task Step 4

Select a Target LUN in Site B target unit. Finally, click the Finish button.
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Figure 241: Remote Replication Task is Created

9. The replication task is created. At this time, if the source volume has no snapshot space,
it will be allocated snapshot space for replication usage automatically. The size will
depend on the parameter of replication options.

Start Remote Replication Task
To start the remote replication task, please follow the procedures.
Launch the ESOS web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Start.

2. Click the OK button. The source volume will take a snapshot, and then start remote
replication.

Stop Remote Replication Task
To stop remote replication task, please follow the procedures.
Launch the ESOS web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Stop.
2. Click the OK button to stop remote replication.

Delete Remote Replication Task
To delete the remote replication task, please follow the procedures.
Launch the ESOS web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Delete.
2. Click the OK button to delete the remote replication task.
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12.3.4. Configure Traffic Shaping

The traffic shaping function can help to reserve necessary bandwidth for non-replication 1/0
operations. There are eight shaping groups which can be set. In each shaping group, peak
and off-peak time slot are provided for different bandwidth. Here’s an example of setting
shaping group.

Configure Traffic Shaping

To configure traffic shaping groups, please follow the procedures.

Launch the ESOS web Ul of Site A source unit:

1. Select the Remote Replications function submenu, click the Traffic Shaping
Configuration button.

Replication - Traffic Shaping Configuration

Shaping Group: Shaping Groupl (Peak: 100M8; Off-peak: N/A) ¥
Peak: 100 MB
¥! Enable Off-Peak

Off-Peak: 200 MB

00101|02|03({04/05/06{07/08/{09|10|11|12{13/14/15|16(17(18(19/20{21/22|23
Sun | W | W ||| W |0 | || | | | | | || | e | | | | | | e
Mon | | & | i1 | W) | ¥ | @) | ] =1l ¢ | @
Tue W | vl] ICAARCAARC AR NT AR ¢ | e
Wed| @ | @ | @ | W ||| i 7 | @
Thu | @ | @ | @ | | @ | @ ] il ¢ | @
Fri || || o ||| | 1= v e
Sat || |0 | ||| e e || [ @ e 2| || ||| e

| ox || cancel |
Figure 242: Shaping Setting Configuration

2. Select a Shaping Group to setup.

Input the bandwidth (MB) at the Peak time.

4. If needed, check the Enable Off-Peak box, and then input the bandwidth (MB) at Off-
Peak time. And define the off-peak hour.

5. Click the OK button.

w
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Set Traffic Shaping on Remote Replication Task
To set a shaping group on the remote replication task, please follow the procedures.
Operate web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Set Traffic Shaping.

Remote Replication - Set Traffic Shaping

Shaping Group: " Svi;xap'ir:g Groupl (YIOOMB) v

| N/A i

Shaping Groupl (100MB)
Shaping Group2 (100MB)
Shaping Group3 {100MB)
Shaping Group4 {100MB) |—
Shaping Groups {100MB)
Shaping Group6 {100MB)
Shaping Group7 {100MB)
Shaping Group8 {100MB)

[OK ][ cancel |

—

Figure 243: Set Traffic Shaping

2. Select a Shaping Group from the drop-down list. And then click the OK button.
3. The shaping group is applied to the remote replication task.

12.3.5. Configure Schedule Remote Replication Tasks

The replication task can be set by schedule such as hourly or daily. Please follow the
procedures.

Operate web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Schedule.

2. Check the schedules which you want. They can be set by monthly, weekly, daily, or hourly.
Click the OK button to apply.

INFORMATION:

0 Daily snapshot will be taken at 00:00 daily.
Weekly snapshot will be taken every Sunday at 00:00.

Monthly snapshot will be taken every first day of the month at 00:00.

Page 286 from 350



data works
Remote Replication - Set Remote Replication Schedule
Set Remote Replication Schedule: Source-Vol-1
LAl
Months in the Year: o2 038004
Llostiogllo7ilo8
09 B 10 ) 11 12
Weeks in the Month: — A" e
' ElE2e3ig
(] S
Days of the Week: et ;
! ) Sun L Mon L Tue 1) Wed
L Thu ) Fri L Sat
WAl
¥ 00 'f‘ 01% 02¥ 03
P 5 ¥ 04 ¥ 05 ¥ 06 ¥ 07
Hours in the Day: ¥ 08 ¥ 00 ¥ 10 ¥ 11
¥ 12 ¥ 13 14 ¥ 15
¥ o16¥ 17 ¥ 18 ¥ 19
W 20#i 21 2223
Minutes in the Hour: LAl
00 150 30151 45
L oK H Cancel |

Figure 244: Schedule Remote Replication

12.3.6. Replication Options

Select the Remote Replications function submenu, click the Replications Options button.

There are three options, described in the following.

Remote Replication Options

Automatic Snapshot Space Allocation Ratio: 2 v
Automatic Snapshot Checkpoint Threshold: o 50% v
Restart the task an hour later if it failed: || Enabled

o oo

Figure 245: Replication Options
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e Automatic Snapshot Space Allocation Ratio: This setting is the ratio of the source
volume and snapshot space. If the ratio is set to 2, when there is no snapshot space
assigned for the volume, the system will automatically reserve a free pool space to set
as the snapshot space with twice capacity of the volume. The options are 0.5 ~ 3.

e Automatic Snapshot Checkpoint Threshold: The setting will be effective after enabling
schedule replication. The threshold will monitor the usage amount of the snapshot space.
When the used snapshot space achieves the threshold, system will take a snapshot and
start replication process automatically. The purpose of threshold could prevent the
incremental copy failure immediately when running out of the snapshot space. For
example, the default threshold is 50%. The system will check the snapshot space every
hour. When the snapshot space is used over 50%, the system will start replication task
automatically. And then continue monitoring the snapshot space. When the rest snapshot
space has been used 50%, in other words, the total snapshot space has been used 75%,
the system will start replication task again.

e Restart the task an hour later if failed: The setting will be effective after enabling
schedule replication. When running out of snapshot space, the volume replication
process will be stopped because there is no more available snapshot space. If this option
is checked, the system will clear the snapshots of replication in order to release snapshot
space automatically, and the replication task will be restarted after an hour. This task will
start a full copy.

CAUTION:

The default snapshot space allocated by the system is two times the capacity
of source volume. That is the best value of our suggestion. If user sets
snapshot space by manually and lower than the default value, user should
take the risk if the snapshot space is not enough and the replication task will
fail.

12.3.7. Configure MPIO in Remote Replication Task

In remote replication scenario, MPIO (Multi-Path 1/O) are support for redundancy. Normally,
the remote replication task is running on the master controller (usually is controller 1) of source
unit. The data is replicated from the master controller of source unit to the controller of target
unit which target IP Address sets in creating remote replication task (usually is also controller
1). The second path from source unit can be added to the controller 2 of target unit. The
maximum MPIO in remote replication task is 2 paths. The following is the remote replication
MPIO diagram.
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Source

Figure 246: Remote Replication MPIO Diagram

How Redundancy Works with Remote Replication

If controller 1 fails on the source unit, the replication connection will be taken over by controller
2 and the replication task will continue running.

/:.'
—————— i !
\

Source

Figure 247: Remote Replication Source Controller Fail Diagram

In another scenario, when controllerl fails on the target unit, the replication connection will be
failed over to the second path from the controller 1 of the source unit to controller 2 of target
unit.

! = " Replocation
U
\ 5

Source

Figure 248: Remote Replication Target Controller Fail Diagram

Add Multipath in Remote Replication Task

Here’s an example of adding the second path in the remote replication. Assume that we define
the IP addresses in the example.
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Site A Source Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address: 10.10.1.1
e Controller 1, Onboard LAN 2 IP Address: 10.10.1.2
e Controller 2, Onboard LAN 1 IP Address: 10.10.1.3
e Controller 2, Onboard LAN 2 IP Address: 10.10.1.4
e  Source Volume Name: Source-Vol-1

Site B Target Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address: 10.10.1.101
e Controller 1, Onboard LAN 2 IP Address: 10.10.1.102
e Controller 2, Onboard LAN 1 IP Address: 10.10.1.103
e Controller 2, Onboard LAN 2 IP Address: 10.10.1.104
e Target Volume: Name: Target-Vol-2

Operate web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task, and then click ¥ ->
Add Multipath.

Remote Replication - Set Source Port and Target IP Address

Source Port: Auto v

Target IP Address: 10.10.1.103

| Next || Cancel |

Figure 249: Add Multipath in Remote Replication Step 1

2. Select the Source Port and input the Target IP Address, and then click the Next button.

TIP:

Leave the setting of Source Port to Auto if you don’t want to assign. The
system will try to connect to the target IP address automatically.
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 Remote Repiication - Set Authentication Method and Select 3 Target Name

Select an Authentication Method

* CHAP
CHAP Username: chapi 1)
CHAP Password:  sesssvssenes o

Select a Target Name
Mo, TargetName

® 1 ign.2018-08.com .eterio:M D4224S-000d40000:dev0.ctr2

Sak | Next || Cames

Figure 250: Add Multipath in Remote Replication Step 2

Select an Authentication Method and input the CHAP Username and CHAP Password
if needed. Select a Target Name, and then click the Next button.

TIP:

This CHAP account is the iISCSI authentication of the Site B target unit. For
more information about CHAP, please refer to the chapter 7.3.4, Configure
iISCSI CHAP Accounts section in the Host Configuration chapter.

Select No Authentication Method if there is no CHAP enabled on the Site
B target unit.
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Remote Replication . Seect a Target LUN
When » remote seplication task completes, It will take a snapshot on its target volume. Please make sure the snapshot
space of tha backup volume on the target side is properly configured,
T Ne. LUN.  VolumeName  Capacty  Manufacturer  Moded | WWN 1
: : > : 4 . {
. 1 0 Target-vol-2 100G8B eterio MD4224s 205001378042 1¢0 |

Figure 251: Add Multipath in Remote Replication Step 3

4. Select a Target LUN in Site B target unit. Finally, click Finish button.

Tashs

[ No  SoomeVome  Steus % Shaping  Speed  TagelVokme  Copacity  Scheduw  Time
| v Seuntn-Vol 1 ) 0 M) Turge) Vit 7 NONGE | WA T

Tosk Pathe

l No Source Port Taeget IP Address Tarpet Nanw LUN Status
v 1 Auto 10101100 iqn.2018-08.com.eterio ;M D42245-000d40000:dev0.ctrl 0 Commcied
v 2 Auto 1010.1.103 ign.2018-08.com eterio:M D4224S-000d40000:dev0.ctr2 0 Cornotton

[‘Croate || Autwst || Femotn Aepicaton Optons || Trafte Srageg Comtguaton

Figure 252: List Multipath in Remote Replication Task

5. The second path in remote replication task is added.

Delete Multipath in Remote Replication Task
To delete multi path of the replication task, please follow the procedures.
Operate web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task path, and then click
V¥ -> Delete Path.
2. Click the OK button to delete the path.
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MC/S (Multiple Connections per Session) is another feature in remote replication. If there are
more than one iSCSI ports available on source unit, and they can connect to the other iISCSI
ports of the target unit, MC/S can be added for increasing the replicating speed. The maximum

MC/S per task path is 4 connections.

Add Connections in Remote Replication Task Path

Here’s an example of adding the second connection in the remote replication task. Assume
that we define the IP addresses in the example.

Site A Source Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address:
e Controller 1, Onboard LAN 2 IP Address:
e Controller 2, Onboard LAN 1 IP Address:
e Controller 2, Onboard LAN 2 IP Address:

e  Source Volume Name: Source-Vol-1

Site B Target Unit Configuration:

e Controller 1, Onboard LAN 1 IP Address:
e Controller 1, Onboard LAN 2 IP Address:
e Controller 2, Onboard LAN 1 IP Address:
e Controller 2, Onboard LAN 2 IP Address:

e Target Volume: Name: Target-Vol-2

10.10.1.1
10.10.1.2
10.10.1.3
10.10.1.4

10.10.1.101
10.10.1.102
10.10.1.103
10.10.1.104
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Operate web Ul of Site A source unit:

1. Select the Remote Replications function submenu, select the task path, and then click
¥ -> Add Connection.

Remote Replication - Add Path Connection

Source Port: Auto \

Target IP Address: 10,10.1.102

Cancel

Figure 253: Add Path Connection

2. Select the Source Port and input the Target IP Address, and then click the Next button.

TIP:

Leave the setting of Source Port to Auto if you don’t want to assign. The
system will try to connect to the target IP address automatically.

Tasks

No Source Volume Status % Shaping Speed Target Volume Capacity Schedule Time

SourceVol1 | ‘ 0 MB Targat Vol-2 HO0GB | NA | Thu

Tank Paths

| No Source Port Target IP Address ‘ Target Name LUN Status

10104 101 | *ign.2018-08.com eterio:M D42245-000d40000:devO.ctrl

iqn.2018-08.com eterio:M D4224S-000d40000:devictrl Canneoted

[ Croate || Rebuild “ Remote Replicaton Options || Traffic Shaping Configuration |

Figure 254: List Multiple Connections in Remote Replication Task Path

3. The second connection in remote replication task path is added. If necessary, click ¥ ->
Add Connection to add another.

Page 294 from 350



%terio

Delete Connections in Remote Replication Task Path

To delete multi connections per session of the replication task path, please follow the
procedures.

1. Operate Site A source unit. Select the Remote Replications function submenu, select
the task path, and then click ¥ -> Delete Connection.

Remote Replication - Delete Path Connection

No. Source Port Target IP Address Status
= | 1 Auto 10.10.1.101 Connected
r| 2 : 10.10.1.102

|E‘ | Cancel ‘

Figure 255: Delete Path Connection

2. Select the connection(s) which want to be deleted, and then click the OK button.
3. The multiple connection(s) are deleted.

TIP:

When deleting multiple connections, note that at least one connection must
remain.

12.3.9. Local Clone Transfers to Remote Replication

It is always being a problem that to do full copy over LAN or WAN when the replication task
is executed at the first time. It may take days or weeks to replicate data from source to target
within limited network bandwidth. We provide two methods to help users shorten the time of
executing a full copy.

1. One s to skip full copy on a new, clean volume. The term “clean” means that the volume
has never been written data since created. For a new created volume which has not been
accessed, the system will recognize it and skip full copy automatically when the remote
replication task is created on this volume at the first time.
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TIP:

Any 1/O access to the new created volume will make it as “not clean”, even
though executing “Erase” function when a volume is created. The full copy
will take place in such a case.

2. The other way is to use local volume clone function, which is a local data copy function
between volumes to execute full copy at the first time. Then carry all the physical disk
drives of the target volume and move to the target unit. Finally, turn the local clone task
into remote replication task with differential copy afterward.

Source Unit Target Unit
e o~
- Remote Replication = AR
~
’ ~ &
o -
\
/7, R "
v @ 0
d X N

Target Volume

Target Volume

Source Volume

\,

Pool 1 Pool 2 Pool 2

\\ ~ 4 \ J

Figure 256: Local Clone Transfers to Remote Replication Diagram

To do that volume disk local clone transfers to remote replication, please follow the
procedures.

Launch ESOS web Ul of Site A source unit;

1. Select the Volumes function submenu, select a source volume, and click ¥ -> Create
Local Clone to create a local clone task. For more information about local clone, please
refer to the chapter 12.2.2, Configure Local Clone section.

2. Click ¥ -> Start Local Clone to execute full copy the data from source volume to target
one.

3. Click ¥ -> Covert to Remote Replication to change the local clone task to a remote
replication task.
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Figure 257: List Source and Target Volumes for Local Clone

4. The Clone column of the source volume will be changed from the name of the target
volume into QRep.

CAUTION:

Converting a local clone task to a remote replication one is only available
when the clone task has been finished. This change is irreversible.

5. Select the Pools function submenu, select the pool, and click ¥ -> Deactive.
6. Plug out all the physical disk drives, and carry them to Site B, plug them into the target
unit.

Operate web Ul of Site B target unit:

7. Select the Pools function submenu, select the pool, and click ¥ -> Active.

8. Select the Volumes function submenu, please setup snapshot space. So, the snapshot
of the source volume can replicate to the target volume. Please refer to the chapter 12.1.2,
Configure Snapshot section.

9. Map a LUN of the target volume. Please refer to the chapter 8.6, Configure LUN Mappings
section in the Storage Management chapter.

Launch ESOS web Ul of Site A source unit;

10. Select the Remote Replications function submenu, click the Rebuild button to rebuild
the remote replication task which is changed from a clone task formerly.

Rebuild the Clone Relationship - Select a Source Volume

1

Volume Name Capacity Status LUN Snapshots Pool Name
®  Source-Vol-1 10.00 GB Online None 1 Pool-1

1

| Next \ Cancel

Figure 258: Rebuild Clone Relationship Step 1
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11. Select a source volume, and then click the Next button.

Remote Replication - Set Source Port and Target IP Address

Source Port: Auto ¥
Target IP Address: 10.10.1.108
| Back |

Figure 259: Rebuild Clone Relationship Step 2
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: Next H Cancel

12. Select the Source Port and input the Target IP Address, and then click the Next button.

TIP:

Leave the setting of Source Port to Auto if you don’t want to assign a fixed
one. The system will try to connect to the target IP address automatically.

Remote Replication - Set Authentication Method and Select a'Tarqs! Name

Select an Authentication Method

Select a Target Name

I No Target Name
| | i , -
| * 1 ign.2018-08.com eterio :M D4224S-000d40000:dev0.ctrl

i» ‘Back ]

Figure 260: Rebuild Clone Relationship Step 3
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13. Select an Authentication Method and input the CHAP Username and CHAP Password
if needed. Select a Target Name, and then click the Next button.

TIP:

This CHAP account is the iISCSI authentication of the Site B target unit. For
more information about CHAP, please refer to the chapter 7.3.4, Configure
iISCSI CHAP Accounts section in the Host Configuration chapter.

Select No Authentication Method if there is no CHAP enabled on the Site
B target unit.

' Rm:ote Replication - SGIeEt a Target LUN
| When 3 remote replication task completes, it will take a snapshot on its target volume. Please make sure the snapshot
space of the backup volume on the target side is properly configured.
‘ " No. LUN  VolumeName  Capacity  Manufacturer  Model  WWN
| ® 1 0 Target-Vol-2 11.00 GB eterio MD4224s  205a0013780a21c0
[ Back | [ Finsn || Cancel |

Figure 261: Rebuild Clone Relationship Step 4

14. Select a Target LUN in Site B target unit. Finally, click the Finish button.

Sowe Wure SmsE s Sraprg Speec TepEt vowrs Tepauny Scheaus T Usasc R Moo=t wan

b ITRETT | cterio MDA42245 FESIIRI

Soce Pt Teged EAMSes Taeged Neve LN e |

4 LRy ian208-08.com eterio:M D4224S-000040000:dev0.ctrl 2 Commzid I

Caae | Amar || Asmow Bt Deone || Ec Sharp Comgeeen

Figure 262: Remote Replication Task is Created

15. The replication task from local clone is created.
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Monitoring

13.1.

The MONITORING function menu provides submenus of Log Center, Enclosures, and
Performance.

Log Center

Select the Event Logs function tab in the Log Center function submenu to show event
messages. Select or unselect the checkbox of Information, Warning, or Error levels to show
or hide those events.

g MONITORING
) Log Center
Enclosures
Performance

Figure 263: Log Center Function Submenu

Information Warning Error

#<first <prev 1 2

Type Time Content
Information | Tue, 05 Jun 2018 13:04:29  [CTR1] admin login from 109.190.253.11 via web UI.
Information | Tue, 05 Jun 2018 13:04:07  [CTR1] admin login from 109.190.253.11 via web UI.
Information | Tue, 05 Jun 2018 11:36:23 [CTR1] admin login from 192.168.30.120 via web Ul
Information = Tue, 05 Jun 2018 07:31:08 [CTR1] admin login from 180.218.151.119 via web UL
[
[
[

Information | Tue, 05 Jun 2018 00:48:08 CTR1] admin login from 94.254 230.1 via web Ul
Information |~ Mon, 04 Jun 2018 19:05:37 ~ [CTR1] The volume ‘test123" has been renamed to test1’.
Information | Mon, 04 Jun 2018 19:05:10 CTR1] The volume ‘test” has been renamed to ‘test123".
Information =~ Mon, 04 Jun 2018 15:43:59 = [CTR2] The cache protection function is enabled.

[CTR1] All volumes in the controller 1 completed failover

Information =~ Mon, 04 Jun 2018 15:42:59
process.

[CTR1] The controller 1 forced to adopt write-through mode

Information = Mon, 04 Jun 2018 15:42:59 :
on failover.

<<first <prev 1 2

Mute Buzzer || Download H Clear ’

Figure 264: Event Logs

Page 300 from 350



13.1.1.

terio

data works

The event logs are displayed in reverse order which means the latest event log is on the first
top page. They are actually saved in the first four disk drives of the head unit; each disk drive
has one copy of event log. For one system, there are four copies of event logs to make sure
users can check event log any time when there are failed disks. If there are no disk drives in
the first four slots, the event logs will keep in memory temporary, and will disappear after
system reboots.

The event logs record all system events. Each event has time frame that identifies the type of
event that occurred, and has one of the following severities:

e Error: A failure occurred that may affect data integrity or system stability. Correct the
problem as soon as possible.

e Warning: A problem occurred that may affect system stability, but not data integrity.
Evaluate the problem and correct it if necessary.

e Information: An operation recorded that may help to debug.

Operations on Event Logs
The options are available on this tab:

Mute Buzzer
Click the Mute Buzzer button to stop alarm if the system alerts.
Download Event Logs

Click the Download button to save the event log as a file. It will pop up a filter dialog as the
following. The default is “Download all event logs”.

Download Event Logs

® Download all event logs

' 'The latest 10% of the event logs
The latest 20% of the event logs

The last 24 hours event logs

" 'The last 7 days event logs

' The last 31 days event logs

l OK ]| Cancel l

Figure 265: Download Event Logs

Clear Event Logs

Click the Clear button to clear all event logs.
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TIP
Q Please plug-in any of the first four hard drives, then event logs can be saved
and displayed in next system boot up. Otherwise, the event logs cannot be

saved.

13.2. Monitoring Enclosures

The Enclosures function submenu provides Hardware Monitoring and SES tabs to show
and monitor enclosure information.

Hardware Monitonng IS

g8 MONITORING
Log Center
Enclosures
Performance

Figure 266: Enclosure Function Submenu

13.2.1. Hardware Monitoring

Select the Hardware Monitoring function tab in the Enclosures function submenu shows
the information of current voltages, temperatures, status of power supply’s, and fan modules.
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FanModule  FANI | TITTRPM Goas

FanModde FANS | 7417 REM - Good

Figure 267: Hardware Monitoring
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Monitoring Notifications

The status of the voltage and temperature are Good if their values are between Low Warning
and High Warning. If the value is lower than Low Warning or higher than High Warning,
the system will send a warning event log. If it is lower than Low Critical or higher than High
Critical, an error event log will be sent.

TIP

g For better protection and avoiding a single short period of abnormal voltage
or temperature, it is recommend enabling Auto Shutdown setting which
could trigger an automatic shutdown. This is done using several sensors
placed on key systems that the system checks every 30 seconds for present
voltages or temperatures. The following items are trigger conditions.

e The value of voltage or temperature is lower than Low Critical or higher
than High Critical.

o When one of these sensors reports above the threshold for three
contiguous minutes, the system will be shutdown automatically.

For more information about auto shutdown, please refer to the chapter 6.3.1,
Boot Management Settings section in the System Settings chapter.

Fan Module Mechanism

Fan speed will adjust automatically according to system thermal and the status of power and
fan. For more information, please refer to the chapter 2.6, Fan Module and the chapter 6.3,
Removing / Installing the Fan Module in the eterio SAN Hardware User's Manual.

Configuring SES

SES (SCSI Enclosure Services) is an enclosure management standard. The host can
communicate with the enclosure using a LUN and a specialized set of SCSI commands to
monitor hardware characteristics. Select SES function tab in Enclosure function submenu to
enable or disable the management of SES. Enable SES will map an iSCSI LUN or a FC LUN.

Enable SES

Here’s an example of enabling SES.

1. Select SES function tab in Enclosure function submenu, click the Enable SES button.
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Enable SES

Allowed Hosts: E

Target: 0 v

E3 =

Figure 268: Enable SES

Select the Protocol as iSCSI.

Enter the Allowed Hosts with semicolons (;) or fill-in wildcard (*) for access by all hosts.
Select a Target from the drop-down list.

Click the OK button to enable SES.

abkowb

SCSI Enciosure Services
SES (SCSI Enclosure Services) is an enclosure management standard.

Allowed Hosts Target LUN
* 0 0

Disable 8ES

Figure 269: SES Status

Disable SES
Click the Disable button to disable SES.

SES Client Tool
The SES client software is available at the following web site:

SANtools: http://www.santools.com/
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Performance Monitoring

The Performance function submenu provides Disk, iSCSI, and Fibre Channel tabs to
monitor performance.

(H Volumes iSCSI  Fibre Channel

! MONITORING
Log Center
Enclosures
Performance

Figure 270: Performance Function Submenu
Disk Performance Monitoring

Select the Disks function tab in the Performance function submenu to display the throughput
and latency of the disk drives. Check the slots which you want to monitor.

CAUTION:

Enabling performance monitoring will reduce I/O performance. Please use
with caution.

Endosure ID: 0 (Head Unit: 4224L) v
#Slt1 #St2 islt3 (iskta  (islts (ISt iSlt7  ISlt8
# Siot 9 ¥ Slot10 T Slot 11 ZiSlot12 iSiot13 CiSlot14 iSiot15 LSt 16
Siot 1 Slot 2

100000 1000 100000 1000
o 73000 750 o 75000 1 730
a 5
2 E &2 5
S 50000 so0 8 S 'soom s00: 8
5 2 £ 3
F 25000 0 ¥ 25000 0

o 0
i Theoughpot, 71565 KE i Latency. Oms
Slot 10

5000 1000 8000
56 5 5000
g E £ &
24000 8 Saom g
3 3 2 3
= i
b 2000

4 s i Y AN i R | g dogy
- EUTE TR NETES AT RE | WS ) Rt - e b Maloisth bhhinlglsliiiboodd o fdai Y
Bl Thiouohput  STEKS B Latency.  137ms "l Throughput 5625 KS B Letency &0 ms

Figure 271: Performance Function Submenu
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13.3.2. Volume Performance Monitoring

Select the Volume function tab in the Performance function submenu to display throughput
and IOPS of volumes. Each time you can monitor 10 volumes. Note that enabling performance
monitoring may impact 1/O performance. Please click the Select Volumes button to select

the volumes for performance monitoring.

| Setect Volumes
| Plasse check the volumes 15 enable perdormance monilonng. The manemion gusosity of selected volumes i 10 Note that enabling parcemancs |
mondonng s mpact 1O perfaetiante

| Vodkiames

Nawrs Stats Health Capacity Poc

Voi-1 e DxAra 1000068  Pookt |
b2 Onire Optioat - 1R0OCGE - Pockt |
¢ Vei3 iy el 10000GB. - Pooi-2 |

O Cance
Figure 272: Select Volumes to Monitor
Please check the volumes to enable performance monitoring.
Volume - Vol-3
Throughput 10PS
I i o, IR Tl T
100 r Ao "“}T“"l '.n’!.!'_ig",‘"-r el 11 A T

W TX 20000 M3ps ([ RX. 30401 MBps B [CPS 3912220

Figure 273: Volume Performance Monitoring

13.3.3. iSCSI Port Performance Monitoring

Select the iSCSI function tab in the Performance function submenu to display TX
(Transmission) and RX (Reception) of the iISCSI ports. Check the interfaces which you want

to monitor.

Page 307 from 350



eterio

data works

Controlles 1 ¥ Onboard-LANY (10Gb) ' Onboard-LAN2 (10Gh)

Controller 2. ¥ Onboard-LANT (10Gb)  Onboard-LANZ (10Gb)

Controller 1: Onboard-LANT {10Gb) Controller 2; Onboard-LAN1T (10Gb)
10

%

P e G R R T T WP St B T T R L S T W AV
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BT D34S MERs B FL 5450 MSne BT IDSTTMERe B RE 5517 MEp

Figure 274: iSCSI Performance Monitoring

13.3.4. Fibre Channel Port Monitoring

Select the Fibre Channel function tab in the Performance function submenu display TX
(Transmission) and RX (Reception) of the fibre channels. Check the interfaces which you

want to monitor.
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SED and ISE Support

13.1.

With data security issues at the time, the company places a high priority on ensuring that
sensitive data is protected from unauthorized access. Whether it is due to internal policies or
external compliance, access to data remains a matter of high importance for all organizations.
These organizations will seek out storage manufacturers that provide a stored data protection
method, SED (Self-Encrypting Drive), that has both authentication and encryption features.

In addition, ISE (Instant Secure Erase) drive is designed to protect data on hard disk drives
by instantly resetting the drive back to factory settings and changing the encryption key so
that any data remaining on the drive is cryptographically erased. This means all data on the
drive is permanently and instantly unreadable, as needed.

Overview

When disk drives are retired and moved outside from the data center into someone else’s
hands, the data on those drives is put at significant risk. IT administrators routinely retire drives
for a variety of reasons, including:

e Returning drives for warranty, repair, maintenance, or expired lease agreements
e Removal and disposal of disk drives
e Repurposing drives to another storage

Through the study found that almost all drives eventually leave the enterprise or data center,
but the corporate data resides on such drives, and when most leave the data center, the data
they contain is still readable. Even data that has been striped across many drives in a RAID
protection is vulnerable to data theft, because just a typical single stripe in today’s high-
capacity arrays is large enough to expose the sensitive and secured data.

Drive Control Challenges and Disposal Costs

To avoid data breaches, corporations have tried many ways to erase the data on retired drives
before they leave the houses and potentially fall into the bad guy. Current retirement practices
are all expensive and time-consuming, such as:

e  Overwriting drive data
e Degaussing or physically shredding
e Hire professional disposal services

These designed to make data unreadable rely on significant human involvement in the
process and are thus subject to both technical and human failure.
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The Solution

Every day, thousands of disk drives leave data centers as old systems are retired. But what
if all those disk drives had been automatically and transparently encrypting that data, enabling
it to be instantly and securely erased? SED comprehensively resolve these issues, making
encryption for drive retirement both easy and affordable.

SED has built-in an encryption controller and an encryption key on the disk drive itself. It can
provide instant secure erase (cryptographic erase or making the data no longer readable),
and to enable auto-locking to secure active data if a drive is misplaced or stolen from a system
while in use.

While ISE provides instant secure erase only. When it’s time to retire or repurpose the drive,
the owner sends a command to the drive to perform a cryptographic erase. Cryptographic
erase simply replaces the encryption key inside the encrypted drive, making it impossible to
ever decrypt the data encrypted with the deleted key.

Benefits

SED & ISE reduce IT operating expenses by freeing IT from both drive control headaches
and disposal costs. By using SED & ISE, they are without hindering IT efficiency. Furthermore,
SED & ISE simplify decommissioning and preserve hardware value for returns and
repurposing by:

e  Securing warranty and expired lease returns
e Eliminating the need to overwrite or destroy the drive
e Enabling drives to be repurposed securely

In addition, the drive owner may choose to employ the SED in the auto-lock mode to help
secure active data against theft. Utilizing the SED in auto-lock mode simply requires securing
the drive during its normal use with an authentication key. When secured in this manner, the
drive’s data encryption key is locked whenever the drive is powered down. In other words, the
moment the SED is switched off or unplugged, it automatically locks down the drive’s data

When the SED is then powered back on, the SED requires authentication before being able
to unlock its encryption key and read any data on the drive, thus protecting against
misplacement and insider or external theft.
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Theory of Operation

SED has two functions. There is authentication which is operated by AK (Authentication Key)
and encryption data which is operated by DEK (Data Encryption Key). ISE drive has
encryption data only by DEK but no authentication.

SED Operation Process

An AK is generated by a user entered password. After enabling authentication key
successfully, recommend exporting the key file to an external media (e.g.: external disk drive,
USB drive, etc.) and store it in a safe location. You must be able to use the authentication key
file to recover in case of an unforeseen event.

TIP
Q Recommend backup the key, or you risk losing all data on the SEDs.

A new clean SED is not locked; it must be written an AK into the SED first. It's called initiate
SED. The following describes the steps that occur during the authentication process of a
secured drive.

Authentication

The storage system gets the AK from user entered and sends it to the correct locked drive.
The drive hashes the AK and compares the result with the hash of the AK that’s stored in a
secure area of the disk. If the two hashed AK values do not match, the authentication process
ends, and the drive will not permit reading data from the disk. The drive remains locked.

Decrypt the DEK

If the two hashes match, the drive is then unlocked, and the drive uses the AK it received from
the storage system to decrypt the DEK (which was previously encrypted with the AK) that’s
stored in a secure area of the disk. Once the authentication process is successfully completed,
the drive is unlocked until the next time it is powered down. Note that this authentication
process only occurs when the drive is first powered on. It does not repeat with each 1/0O.
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Figure 275: SED Operation Process

The DEK Encrypts and Decrypts the Data

The DEK is then used to encrypt data to be written to the disk and to decrypt data that’s being
read from the disk. The drive now works in standard fashion during data transfers, with
encryption and decryption transparently occurring in the background.
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13.2.2. ISE Technology

Each ISE drive (SED as well) randomly generates an encryption key in the factory that is
embedded on the drive. The ISE automatically performs full disk encryption; when a write is
performed; clear text enters the drive and is first encrypted (using the DEK embedded within
the drive) before being written to the disk. When a read is performed, the encrypted data on
the disk is decrypted before leaving the drive. During normal operation an ISE is completely
transparent to the system, appearing to be the same as a non-encrypting drive. The self-
encrypting is constantly encrypting, encryption cannot be accidentally turned off.

Writing te the Drive
E nrryptmn Process

This 5 an instant | @SHd%ei Pk |
SOCUTE @rase ‘ Q | dOD(Edz3 kd093
| example | 20vierd

User rmm ) Chelve

/'Q’

Change DEK

o
Reuading from the Drive
Decryption Process

n{ xowA § §v ESHd%e” (P
Frot=fapte -Q | d6 n(mu ka9 |

¥ ‘ 2y

Dara read from Drive New DEK

Figure 276: ISE Technology

ISE technology greatly simplifies repurposing of the drive and disposal. An owner wishing to
repurpose a drive simply performs a key erase to replace the encryption key. The drive deletes
the encryption key and replaces it with a new encryption key generated randomly within the
drive. After key erase, any data that had been written to the disk is unreadable; data that was
encrypted with the previous key is unintelligible when decrypted with the new encryption key.
The drive is left as it was delivered from the factory.

Instant Erase Limitation

If ISEs are free and not be used as any pool member, they can be performed instant erase.
The same limitation as SEDs, however SEDs can be erased by the AK is enabled. Another
case is that the unknown SED is put in lock mode, the way to erase it is to perform erase SED
by PSID which a unique number in each drive is, printed on the disk label, and visible to
anyone with physical access to the SED. The owner would simply perform a secure erase to
replace the encryption key.

TIP:
SEDs or ISE drives can be erased only if their usage status is free.
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13.3. Configure Authentication Key

This section will describe the operations of configuring AK.

Authentication Key

) SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 277: Disk Encryption Function Submenu

13.3.1. Operations on Authentication Key
The options available in this tab:

Enable Authentication Key

Before using SED, you must enable AK. Note that all SEDs in the system use this AK. Here
is an example of enabling an AK.

1. Select the Authentication Key function tab in the Disk Encryption function submenu.

Authentication Key

Authentication Key Status : Disabled

Enable Authentication Key

Figure 278: Authentication Key is Disabled

2. Click the Enable Authentication Key button to enable.
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Enable Authentication Key

Authentication Key

The authentication key will be generated based on the password, It will be used to secure each SED (Selif-Encrypting
Drive) in the system.

Password . senzressasee O
Confirm Passward : ssassensnnse
Password Hint : eterio_SAN_MD4224S (1]

Auto Uniock
¥ Enable Auto Unlock

Check to enable aute unlock process of the installed SEDs when the system is powered on, or you will have to
manually unlock the SEDs each time when the system is powered on.

After enabling authentication key successfully, please click the Export Authentication Key button to export the
authentication key file to an external media (e.g.. external disk drive, USB drive, etc ) and store it in a safe location. You
must be able to use the authentication key file to recover in case of an unforeseen event. Recommend to backup the
key, or you risk losing all data on the SEDs

And then click the Initiate SEDs button in SEDs tab to set the authentication key to the SEDs in the system

[ oK ][ cancel |

Figure 279: Enable Authentication Key

3. Enter a Password for generating the AK. The length of the password is between 4 to 12
characters. Valid characters are [ A~Z | a~z | 0~9 | ~1@#$%"&* _-+="\(){}[]:;"'<>,.?/ ]. And
enter it again at Confirm Password.

4. Enter a Password Hint. It is the AK hint for recognizing the system. The default value is
system name and can be changed. The maximum length of the password hint is 32
characters. Valid characters are [ A~Z | a~z | 0~9| _-].

5. Check the Enable Auto Unlock option will enable auto unlock process of the installed
SEDs when the system is powered on, or you will have to manually unlock the SEDs each
time when the system is powered on. The default value is enabled.

6. Click the OK button to enable.

After the AK is enabled fully, there are SED summary displayed in the page. In addition, Auto
Unlock option can also be changed here. You can uncheck the Enable Auto Unlock option
and then click the Apply button to take effect.
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Authentication Key JEsI=E]

Authentication Key
Authentication Key Status : Enabled
Total Quantity of SED :

Quantity of Enabled SED :

Quantity of Locked SED :

Quantity of Disabled SED :
Quantity of Password Locked SED :
Quantity of Unknown SED :
Quantity of SED Pool :

o o o o o o o

Export Authentication Key || Change Authentication Key | | Disable Authentication Key

Auto Unlock
Enable Auto Unlock

Check to enable auto unlock process of the installed SEDs when the system is powered on, or you will have to
manually unlock the SEDs each time when the system is powered on.

Apply

Figure 280: Authentication Key is Enabled

Export Authentication Key

After enabling the AK successfully, please click the Export Authentication Key button to
export the AK file to an external media (e.g.: external disk drive, USB drive, etc.) and store it
in a safe location. You must be able to use the AK file to recover in case of an unforeseen
event.

TIP:

Recommend backup the key, or you risk losing all data on the SEDs.
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Export Authentication Key
Export File :

Export the authentication key file to an external media (e.g.: external disk drive, USB drive, etc.) and store it in a safe
location.

You must be able to use the authentication key file to recover in case of an unforeseen event. Recommend to backup
the key, or you risk losing all data on the SEDs.

Figure 281: Export Authentication Key

1. Enter an Export File name to export the AK file. The default vale is the password hint plus
date and time.
2. Click the OK button to export.

Change Authentication Key

Click the Change Authentication Key button to change the AK. Before changing the AK,
please stop all I/0 of the encryption pools within the SEDs. The new AK will be regenerated
based on the new password and set the new authentication key to all enabled SEDs in the
system. If the I/O are still running, it may risk losing data during changing the AK. Here is an
example of changing the AK.

1. Click the Change Authentication Key button to change.

2. Change the Password for generating the AK. The length of the password is between 4 to
12 characters. Valid characters are [ A~Z | a~z | 0~9 | ~1@#$%"&* _-+="|\(){}[]:;"'<>,.?/ ].
And enter it again at Confirm Password.

3. Change the Password Hint if necessary. The maximum length of the password hint is 32
characters. Valid characters are [ A~Z | a~z | 0~9| _-].

4. Click the OK button to change. If there are enabled SEDs in the system, the system will
change them one by one and display the results.
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Change Authentication Key

Please stop all I/O of the encryption pools within the SEDs. The new authentication key will be regenerated based on the
new password and set the new authentication key to all enabled SEDs in the system. If the I/O are still running, it may
risk losing data during changing the authentication key

New Password cssenesasusn ©
Confirm New Password : ssenssannane
Password Hint : B rio_BAN_MD 42245 7]

After changing authentication key successfully, please click the Export Authentication Key button to export the
authentication key file to an external media (e.g.. external disk drive, USB drive, etc ) and store it in a safe location. You
must be able to use the authentication key file to recover in case of an unforeseen event. Recommend to backup the
key. or you nisk losing all data on the SEDs.

[[ox ][ cancer |
Figure 282: Change Authentication Key

Disable Authentication Key

If you no longer use disk encryption and there are no encryption pools within the SEDs. The
AK can be disabled. Click the Disable Authentication Key button to disable it.

Disable Authentication Key

Are you sure that you would like to disable the authentication key? After disalbing the authentication key. you will lose all
data on the SEDs. Click the OK button to disable.

(o6 [ooee |

Figure 283: Disable Authentication Key

Click the OK button to confirm.

TIP:

The Disable Authentication Key function can be operated when there are
no encryption pools within the SEDs and the SED status of all SEDs is
disabled or unknown.

Page 318 from 350



eterio

data works

13.4. Configure SEDs

The SEDs function tab in the Disk Encryption function submenu is only visible when the AK
is enabled. Select the SEDs function tab to display the status of SEDs, initiate SEDs, unlock

SEDs, or erase SEDs.
Authentication Key m

Py SYSTEM SETTINGS
General Settings
Management Port
Power Settings
Notifications
Maintenance
Disk Encryption

Figure 284: Disk Encryption Function Submenu

13.4.1. List SEDs

The drop-down lists at the top enable you to select the enclosure from head unit (SAN system)
or expansion units (expansion enclosures). The disk properties can be configured by clicking
the functions button V¥ to the left side of the specific disk drive.

TIP:

Enclosure format: Enclosure ID ([Head Unit | Expansion Unit]: Model Name).
For example: 0 (Head Unit: 4224L), 1 (Expansion Unit: 4224 JBOD)

Encloure |0

Gt | Sius | Heanh  SEDStm | Copacly | Disk Type [Usage  PoolName | Manufacturer | Modal

929168
9291 08
5201 6A

4 Online Good 9291 GB

Initite SELS Kranp HEDS |

Figure 285: List SEDs

SAS5 G50 120Gh/s
SAS 88D 12000/
SAS 880 12 0Goy

HAS 85D 12 0Guy
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This table shows the column descriptions.
Table 60: Disk Column Descriptions

Column Name ‘
Slot

Description
The position of the disk drive.

Status

The status of the disk drive:

Online: The disk drive is online.

° The disk drive is being rebuilt.

° The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

° The disk drive is being scrubbed.

° The disk drive has been checked the disk health.

. The disk drive is being copied back.

Health

The health of the disk drive:

e Good: The disk drive is good.

e Failed: The disk drive fails.

° S.M.A.R.T. error alerts.

° The disk drive has unrecoverable read errors.

SED Status

The health of the SED:
e Enabled: The SED is enabled.
e Locked: The SED is locked. It must be unlocked by the correct AK

before it can be used.
° The SED is disabled. It must be initiated before it can be

used.
e Password Locked: The SED is locked by entering the incorrect
password too many times.
Unknown: The SED is unknown.

The SED is being initiated.
The SED is being unlocked.
Erasing: The SED is being erased.
The SED is being changed the key.

Capacity

The capacity of the disk drive.

Disk Type

The type of the disk drive:
e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]
e [12.0Gb/s|6.0Gbh/s | 3.0Gb/s | 1.5Gb/s ].

Usage

The usage of the disk drive:

e Free: This disk drive is free for use.

¢ RAID: This disk drive has been set to a pool.

e SSD Cache: This SSD has been set to an SSD cache pool.

e Dedicated Spare: This disk drive has been set as dedicated spare
of a pool.

e Local Spare: This disk drive has been set as local spare of the
enclosure.

e Global Spare: This disk drive has been set as global spare of
whole system.

e SSD Spare: This SSD has been set as dedicated SSD spare of an
SSD cache pool.

Pool Name

Which pool the disk drive belongs to.

Manufacturer

The manufacturer of the disk drive.

Model

The model name of disk drive.

Page 320 from 350




“eterio

data works
13.4.2. Operations on SEDs

The options available in this tab:

Initiate SEDs
Click the Initiate SEDs button to initiate the selected SEDs. And then click the OK button to

proceed.

Initate SEDs

Sewct SED»

Pease select SEDs 10 nihate

¢ Emncioswe!D St  Health  Capaclty Dk Type Manutactoer  Mods!

® 0 1 Gocd | 9291GB  SASSSD 120Gbs  HGST HUSMHB0108S5205

< 0 2 Good | 9291GE  SASSSD120Gobis  HGST HUSMHS010BSS205

w0 3 Gocd | 9291GB  SASSSD 120GW's  HGST HUSMHB010BSS205

¢ 0 ¢ Good | $291GB  SASSSD120Gts HGST HUSMHE010BS5205
ok \ 'c'aku']

Figure 286: Initiate SEDs

After proceeding, it will pop up a dialog to display the results.

Iniate SEDs

Initiste SED Results

Encloswe D0 4 o SRICCASS
EnclosureiD0.2 ... . Sutrese
Enclosure D 0. 1 : Succass
Enciosure 1D.0.3. i Suetass

%)
Figure 287: Initiate SED Results
If the results are successful, the SED status will become Enabled.
Enclosure 10, o (Head unit: 4224E)
Glot | SWwe  Heath  SEDSwNM | Copacty  Disk Type Usage  PoolName  Manufacturar | Modnl

| v 1 Online Good Enabled a6 SAS 58D 120G | Tree HGST HUSMHBOT0B 55205
|y 2 Online Good Enalind 2908 SAS 88D 1200b/s | Fran HG8T HUSMHEO10BSS206
' v 3 Ondine Good Fnabled 020160 SASSSD120Gbis | Fros MGST HUSMMAO 100 S50
| v 4 Online Qo Enablod 929108 SA8 88D 120Gb/s | Froew HGS/T HUSMHEO{0BSS205
N T

Figure 288: List SEDs
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TIP:

The Initiate SEDs function can be operated when the usage status of SEDs
is free and the SED status is

Unlock SEDs

Click the Unlock SEDs button to unlock the selected SEDs. Please select a method to unlock
the SEDs. And then click the OK button to proceed.

Unlock SEDs

Authontication Kay

Ploase selact s method of auttenticaton key to ynlock the SEDs 1f the SEDs ace roamac from othwr systems. they will b unlocked with their
Authenticabion keys, and ther being replaced by the authentication key of the current systen

% Use the Authentication Key of the Curcent System

Please select the SEDs to be unlocked

¥ | Pasaword Hint Enclosure 10 Slot Health Capacity ok Type Manufaciurer Model ‘
¢ actiSAN 4224 D 1 G 8201GB  SASS8SD 120Gk | HOST HUSMHB010BSS206 |
¥ actiSAN_4224E O
v
v

2 i 929168 BAS 850 12 0Gvs | HGST HUSMMB010BSES208 |
actiSAN_4224E o 3 Good 029168 SAS 88D 120Gb/s | HGSET HUSMHA010BBS, 1
actiSAN_4224E 0 L] | 9251 G BAS 88D 1200/ | HGET HUSMHBO10BSS208

i OK || Canesl |

Figure 289: Unlock SEDs

You can select the Use the Authentication Key of the Current System to unlock the SEDs.
Or if the SEDs are roamed from other systems, they will be unlocked with their AKs, and then
being replaced by the AK of the current system. In this case, please select the Enter an
Authentication Key Password or Import and Authentication Key File to unlock the SED.

TIP:

The Unlock SEDs function can be operated when the SED status of SEDs
is Locked.

Erase SEDs

If there are no encryption pools within the SEDs, these SEDs can be erased. Click the Erase
SEDs button to erase the selected SEDs. And then click the OK button to proceed.
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Erase SEDs

Seloct SEDs

Enclosure ID | Slot

! Capacity

Please select SEDs to instant erase. Note that this will delete all data on the SED

Disk Type

" Model

L4 Health Manufacturer
< 0 1 Goaod 9291GB  SASSSD 120Gbis HGST HUSMHB010B55205
i@ 0 2 Good 9291GB  SASSSD120Gb/s HGST HUSMH80108S5205
# 0 3 Good 9291 GB SAS SSD 120Gb/s  HGST HUSMHB010B5S205
e 0 4 Good 9291GB = SASSSD120Gbls HGST HUSMHS010BSS205
\?I Cancel

Figure 290: Erase SEDs

After proceeding, it will pop up a dialog to display the results. If the results are successful, the

SED status will become

TIP:

The Erase SEDs function can be operated when the usage status of SEDs

is free.

CAUTION:

Erasing the SEDs will change the DEK and delete all data on the SED. The
data on SED can never be restored, please exercise caution.

Erase SED by PSID

If you don’ know where the SED comes from, or the status of the SED is unknown, and you
don’t know its password. The last method is to erase the SED by PSID (Physical Secure ID)
which is on the label of the disk drive. Click ¥ -> Erase SED by PSID to erase the SED by

PSID.

Erase SED by PSID

Please enter the PSID which is on the label of the disk to erase the SED. Note that this will delete all data on

the SED and it will return to the initial state.

PSID:

AZshocxxyNNIXxxx4WG3

(o] cmwe]

Figure 291: Erase SED by PSID
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TIP
Q The Erase SED by PSID function can be operated when the usage status
of the SED is free.

CAUTION:

Erasing the SED by PSID will delete all data on the SED and it will return to
the initial state. The data on SED can never be restored, please exercise
caution.

13.5. Configure SED Pools

This section will describe the operations of configuring an SED pool.

Q STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache

Figure 292: Pools Function Submenu

13.5.1. Create an SED Pool

Here is an example of creating an SED pool with 3 SEDs configured in RAID 5. At the first
time of creating a pool, it contains a disk group and the maximum quantity of disk in a disk
group is 64.

1. Select the Pools function submenu, click the Create Pool button. It will scan available
disks first.

TIP
Q It may take 20 ~ 30 seconds to scan disks if your system has more than 200
disk drives. Please wait patiently.
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Pralerred Contyoler
The VO cesourses wil be managed by he preferred controier which you speciied
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N Caress

Figure 293: Create an SED Pool Step 1

Select a Pool Type.

Enter a Pool Name for the pool. The maximum length of the pool name is 16 characters.
Valid characters are [ A~Z |a~z | 0~9 | -_<>].

Select a Preferred Controller from the drop-down list. The backend 1/O resources in this
pool will be processed by the preferred controller which you specified. This option is
available when dual controllers are installed.

Check the Enable SED Pool checkbox. Enabling SED pool will use the secure SEDs to
create a pool. Intermixing SEDs and non-SEDs are not supported in a pool.

Click the Next button to continue.

Create Pool

General Select Disks
Disk Selection Please select disks to add a disk group in a thick provisioning pool. The maximum quantity of disk in a disk group is 64
RAID Configuration Enclosure ID. H
Dk Eroparies Enclosure ID  Shot Health Capacity Disk Type Manufacturer Model
Summary ¥ | 0 1 Good 9291 GB | SASSSD12.0Gbls | MGST HUSMHS010855205

[T} 2 Goed 9291 GB SASSSD 120Ghis  HGST HUSMHE010888205

L 3 Goed 9291 GB = SASSSD 120Gbis HGST HUSMHB010855205

0 4 Goced 9291GB  SASSSD 120Gbls  HGST HUSMHS010858205

‘ Back | Next '7 Cancel

Figure 294: Create an SED Pool Step 2
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7. Please select disks for pool. The maximum quantity of disk in a disk group is 64. Select
an Enclosure ID from the drop-down list to select disks from expansion enclosures.
8. Click the Next button to continue.

Croate Pool
Comfiguration

Ploass selpct 3 RAID lovel
RAID Loval
Disk Properties Quintity of NL-SAS Diske

Summary

Back | Mext Cancel

Figure 295: Create an SED Pool Step 3

9. Select a RAID Level from the drop-down list which lists available RAID level only
according to the disk selection. And select a Quantity of Subgroups if the combination
RAID level is selected.

10. Click the Next button to continue.

| Tanate Poot

Fleane (omiguee e ok progories
. Enabie Dok Wrte Cache

Enablng dee wotm cache wl mproae weie VO padarmance bot caking dats 1093 when poaw feivre
¥ boatte Uoi Mens-ermad

Systint, ad 00eodd Jada 1 dink Tuar 20008 o P 0uity Adtie 00 Jata TS Batre Wil efCRNTy Prprove the pariieance of
tosaby A3t mineuwd

Surtrae,

¥ Eratse Dok Cammant Quing
Sand rrulipds ComAands 10 A Gek 2 2008 I N0 DIrINaNe

Fravte Disk Tncty
The cetkt o a2 diran For poasr Asving whee thay o ids for 4 pansd of Bne acterdng 15 The setfng

Cak Stancty

AmE L] Canes

Figure 296: Create an SED Pool Step 4

11. Disk properties can also be configured optionally in this step:

e Enable Disk Write Cache: Check to enable the write cache option of disks. Enabling
disk write cache will improve write I/O performance but have a risk of losing data when
power failure.

e Enable Disk Read-ahead: Check to enable the read-ahead function of disks. System
will preload data to disk buffer based on previously retrieved data. This feature will
efficiently improve the performance of sequential data retrieved.
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e Enable Disk Command Queuing: Check to enable the command queue function of
disks. Send multiple commands to a disk at once to improve performance.

e Enable Disk Standby: Check to enable the auto spin down function of disks. The
disks will be spun down for power saving when they are idle for the period of time
specified.

12. Click the Next button to continue.

Croate Pool

Pool Type Thick Provissoning
A Configurstion . Pool Name Pool-4

Preferred Controller Controfier 1

HAW Conbguration

RAID Level RAD §
Quantity of S50 Disks 3

Dish Write Cache Enabied
Ok Haad-ahand Enabiad
Déak Command Gueding Enabled
Dk Standby Dinablpd

Aack Finmn Cancel

Figure 297: Create an SED Pool Step 5

13. After confirmation of info on the summary page, click the Finish button to create a pool.

[ Pool Name Status. Health Total Free Avafable Thin Peowssoning Auto Tiedag Encryption Volumes Current Contraller l
‘ LY Pook4 Orfne Good 19502GB  10562GB  18582GB  Disabled Disatled | Enabled ID Controller 1 |

["create Pool

Figure 298: An SED Pool is Created

14. An SED pool has been created. If necessary, click the Create Pool button again to create
others.

13.5.2. List SED Pools

Click a pool; it will display the related disk groups. Similarly, click a disk group; it will display
the related disk drives. The pool properties can be configured by clicking the functions button
V to the left side of the specific pool.
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Avatabile Thin Pravsonng Aulu Tienng Encryphon Vakurran Currwnd Cantrobe

olat Fiun
O e e e | Dattlos  Fromea |0 Contoler |

DNk Orsups

Stalus

Health Total oo RAD Digkn Lnod RAID 7 0 Spavo

tl 3
Dinky

[} |

a 2

| Cowate Poal

Enclowure 10 Slot

Crlie  Good 0108 | BASBSD Y
Ol W W2EVGO | BARBSD 120G HGRT US04 06B8200

St Hewth Capacity Dink Type Manutacturer Mode!

2OV GE | BAS BAD 120G HERT HUSKIHE0 T (HS5705

e MGBT HUSKHHA01 0085206

Figure 299: List SED Pools

This table shows the column descriptions.

Table 61: Pool Column Descriptions

Column Name ‘

Pool Name

Description
The pool names.

Status

The status of the pool:
e On-line: The pool is online.
° The pool is offline.
The pool is being rebuilt.
The pool is being migrated.
The pool is being relocated.
The pool is being RAID EE rebuilt.

Health

The health of the pool:

e Good: The pool is good.

e Failed: The pool is failed.

. The pool is not healthy and not complete. The reason
could be missing or failed disks.

Total

Total capacity of the pool.

Free

Free capacity of the pool.

Available

Available capacity of the pool.

Thin Provisioning

The status of Thin provisioning:
e Disabled: The pool is thick provisioned.
e Enabled: The pool is thin provisioned.

Auto Tiering

The status of Auto Tiering:

¢ Disabled: The pool is auto tiering disabled.

e Enabled: The pool is auto tiering enabled.

¢ Not Supported: The pool contains the disk groups with mixed disk
type.

Encryption

The Data Secure Mode:
e Disabled: The pool is not encrypted.
e Enabled: The pool is encrypted.

Volumes

The quantity of volumes in the pool.

Current Controller
(This option is
only visible when
dual controllers
are installed.)

The current running controller of the pool.
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Table 62: Disk Group Column Descriptions

Column Name Description

No. The number of the disk group.
The status of the disk group:
e On-line: The disk group is online.
o The disk group is offline.
Status o The disk group is being rebuilt.
. The disk group is being migrated.
o The disk group is being relocated.
° The disk group is being RAID EE rebuilt.
The health of the disk group:
e Good: The disk group is good.
Health e Failed: The disk group is failed.
o The disk group is not healthy and not complete. The
reason could be lack of disk(s) or failed disk.
Total Total capacity of the disk group.
Free Free capacity of the disk group.
RAID The RAID level of the disk group.
Disks Used The quantity of disk drives in the disk group.
The quantity of RAID 2.0 spare disk drives in the disk group. Display
RAID 2.0 Spare N/A is the RAID level is traditional.

Table 63: Disk Column Descriptions

Column Name Description

Enclosure 1D The enclosure ID.

Slot The position of the disk drive.

The status of the disk drive:

e On-line: The disk drive is online.

e Missing: The disk drive is missing in the pool.

o The disk drive is being rebuilt.

. The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

o The disk drive is being scrubbed.

. The disk drive has been checked the disk health.

. The disk drive is being copied back.

The health of the disk drive:

e Good: The disk drive is good.

Health e Failed: The disk drive is failed.

. S.M.A.R.T. error alerts.

. The disk drive has unrecoverable read errors.

Capacity The capacity of the disk drive.

The type of the disk drive:

Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

e [12.0Gb/s|6.0Gb/s | 3.0Gb/s | 1.5Gb/s ]

Manufacturer The manufacturer of the disk drive.

Model The model name of disk drive.

Status
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13.5.3. Operations on SED Pools

Most operations are described in the Configuring Storage Pools section in the eterio SAN
ESOS 4.0 User’'s Manual. We describe the restrictions about SED pool in the following.

Add a Disk Group into the Pool

Click ¥ -> Add Disk Group to add a disk group. Disks can only choose SEDs. Select SEDs
and then click the OK button.

Move Disk Group Member Disks

Click ¥ -> Move Disk Group in disk group to move the member SEDs of the disk group to
other SEDs. They cannot move to non-SED. Select SEDs and then click the OK button.

Rebuild on SED Pools

Rebuilding an SED pool will use SED as spare disk, whether it is from global, local, or
dedicated spare.

Create an SSD Cache Pool on SED Pools

Most operations are described in the SSD Cache chapter in the eterio SAN ESOS 4.0 User’s
Manual. We describe the restrictions about creating an SSD cache pool on an SED pool in
the following.

Create an SSD Cache Pool

Select the SSD Cache function submenu; click the Create SSD Cache Pool button. It will
scan available SSDs with SED only.

Data Backup on Encrypted Volumes

Most operations are described in the Data Backup chapter in the eterio SAN ESOS 4.0 User’s
Manual. We describe the tips about data backup on encrypted volumes in the following.

Local Clone on Encrypted Volume

If executing local clone from an encrypted volume to a non-encrypted volume, it will pop up a
warning message.

Remote Replication on Encrypted Volume

If executing remote replication from an encrypted volume, It will pop up a warning message.
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13.6. Configure ISE Drives

Select the Disks function submenu to display the status of the SED and ISE drives.

Q STORAGE MANAGEMENT
Disks
Pools
Volumes
LUN Mappings
SSD Cache

Figure 300: Disks Function Submenu

This section will describe the operations of configuring ISE drives. They can only be operated
by instant erased.

13.6.1. List ISE Drives

The drop-down lists at the top enable you to select the enclosure from head unit (SAN system)
or expansion units (expansion enclosures). The disk properties can be configured by clicking
the functions button V¥ to the left side of the specific disk drive.

TIP:

Enclosure format: Enclosure ID ([Head Unit | Expansion Unit]: Model Name).
For example: 0 (Head Unit: 4224L), 1 (Expansion Unit: 4224 JBOD).

Slot Status Heath  Encrypbion SED{ISE Status  Capacity Disk Typa Usage Paot Nama Manufacturar | Model

L.\ 1 | COnine | Goad l SFD” | Enabled 5291 GB [ SAS 38D 12 0Gh's | Frae | | HGST | HUSMHAI 10885208
el (2 Qnine. | Grod SED. Enabled 529168 SAS 33D 12.0Gb's Fras HGST HUSMHB0BSS205
Le] 2 Onine | Good SED Enabled $291GB | SAS SSD 120Gh's Frae HGEST HUSAMHB2 10855208
v |4 Onlne | Geod SED Enabled 291 0B | SASSSD 12.06b'e Free HGST HUSMHS2106885205

TV‘ 5 Cnine G 1SE Noemal 0Hnis NL-SAS HDD 120CGbis  Free HGST HUHT21292AL5200

¥ | |6 Crdne Grod ISE Normad 109178 NL-SAS HDD 120Gbfs  Free HGST HUHT21212AL5200

v | 7 Crine Good ISE Normat 109178 NLSASHDD 120Ghs  Freo HGST HUHT21212AL5200

SN Cnlne - | Good ISE Normal 109TT8  NL-SASHDD 120Ghis  Frae HGST HUHT721232A15200

{ Disk Haalth Check: 55 (BRCk R Instant Erasa

Figure 301: List SEDs and ISE Drives
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This table shows the column descriptions.

Table 64: Disk Column Descriptions

Column Name ‘ Description
Slot The position of the disk drive.

The status of the disk drive:

e Online: The disk drive is online.

° The disk drive is being rebuilt.

° The disk drive is being migrated or is replaced by
another disk when rebuilding occurs.

° The disk drive is being scrubbed.

o The disk drive has been checked the disk health.

° The disk drive is being copied back.

Status

The health of the disk drive:

e Good: The disk drive is good.

Health e Failed: The disk drive fails.

° S.M.A.R.T. error alerts.

° The disk drive has unrecoverable read errors.

The data security mode of the disk drive:

e SED: The disk drive is a Self-Encrypting Drive.

e [SE: The disk drive is an Instant Secure Erase drive.

e None: The disk drive does not have encryption function.

Encryption

The status of the SED:
e Enabled: The SED is enabled.
e Locked: The SED is locked. It must be unlocked by the correct

AK before it can be used.
° The SED is disabled. It must be initiated before it can

be used.
e Password Locked: The SED is locked by entering the incorrect
password too many times.
Unknown: The SED is unknown.

The SED is being initiated.
The SED is being unlocked.
Erasing: The SED is being erased.
The SED is being changed the key.

The status of the ISE:
e Normal: The ISE is normal.
e Erasing: The ISE is being erased.
e Unknow: The ISE is unknow.
The status of the Non SED/ISE:
o N/A: The field is not applicable.

SED / ISE Status

Capacity The capacity of the disk drive.
The type of the disk drive:
Disk Type e [ SAS HDD | NL-SAS HDD | SAS SSD | SATA SSD ]

o [12.0Gb/s | 6.0Gb/s | 3.0Gb/s | 1.5Gb/s ].
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Column Name ‘ Description

The usage of the disk drive:

e Free: This disk drive is free for use.

e RAID: This disk drive has been set to a pool.

e SSD Cache: This SSD has been set to an SSD cache pool.

e Dedicated Spare: This disk drive has been set as dedicated
spare of a pool.

e Local Spare: This disk drive has been set as local spare of the
enclosure.

e Global Spare: This disk drive has been set as global spare of
whole system.

e SSD Spare: This SSD has been set as dedicated SSD spare of
an SSD cache pool.

Pool Name Which pool the disk drive belongs to.

Manufacturer The manufacturer of the disk drive.

Model The model name of disk drive.

Usage

13.6.2. Operations on ISE Drives

Most operations are described in the Working with Disk Drives section in the eterio SAN ESOS
4.0 User’'s Manual. We describe the operations about an ISE drive in the following.

Instant Erase

If there are no pools within the ISE drives, these ISE drives can be erased. Click the Instant
Erase button to erase the selected ISEs. And then click OK button to proceed

instant Erase
Select ISE Disk Drives

Please select ISE disk drives to instant erase. Note that this will delete all data on the ISE disk drives

R Enclosure ID  Slot » Health  Capacity Disk Type ‘ Manufacturer [ Model |
¢ 0 5  Good  1091TB  NL-SASHDD120Gbls HGST  HUH721212AL5200 |
@0 6 Good 1091 7B NL-SAS HDD 12.0Gbis = HGST HUHT721212AL5200 ‘
v 0 7 Good 1091 7B NL-SAS HDD 12.0Gbls  HGST HUHT721212AL5200
< 0 8 Good 1091 1B NL-SAS HDD 12.0Gb/s  HGST HUHT721212AL5200 ;
‘Ei{‘ \ Cancel

Figure 302: Instant Erase ISE drives

After proceeding, it will pop up a dialog to display the results.
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| instant Erase. 1
| son Ranshs
| Enclosure 1D D, Sict 8 Sutcess
|
| Enciosurs D 0, Siot§ Success
! Enclosure 1D 0, Sict 5 Succass
| Enciasure 1D 0 Siot 7 Success

oK

Figure 303: Instant Erase Results

TIP:

The Instant Erase function can be operated when the usage status of ISE
drives is free.

CAUTION:

Erasing the ISE drives will change the DEK and delete all data on the ISE
drive. The data on ISE drive can never be restored, please exercise caution.
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15. Troubleshooting

This chapter describes how to perform troubleshooting of software. Hardware troubleshooting
is described in the chapter 6, Quick Maintenance in the eterio SAN Hardware User's Manual.

15.1. Fault Isolation Methodology

This section presents the basic methodology used to quickly locate faults within the storage
system.

15.1.1. Basic Steps

The basic fault isolation steps are listed below:

e  Gather fault information, including using system LEDs. Please refer to the chapter 5,
Description of LEDs and Buttons in the eterio SAN Hardware User’'s Manual for detail.

e Review event logs. Please refer to the chapter 13.1, Log Center section in the Monitoring
chapter.

e Determine where the fault is occurring in the system. If the fault is occurring from
hardware, please refer to the chapter 6, Quick Maintenance in the eterio SAN Hardware
User’s Manual for detalil.

o If required, isolate the fault to a disk drive, configuration, or system. Please refer to the
chapter 15.1.3, Diagnostic Steps section.

e If all troubleshooting steps are inconclusive, please contact support for help.

15.1.2. Stopping I/O

When troubleshooting disk drive and connectivity faults, it's necessary to stop 1/O to the
affected volume data from all hosts and remote systems as a data protection precaution. As
an additional data protection precaution, it is helpful to conduct regularly scheduled backups
of your data.
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15.1.3. Diagnostic Steps

15.2.

The diagnostic steps are listed below:

If disk drive errors in the event logs are occurring, we suggest replacing a healthy one.
For more information, please refer to the chapter 15.2, Rebuild section.

If the fault is occurring from volume configuration. For example, the pool or volume
configuration is deleted by accident. Please refer to the chapter 15.3, Volume Restoration
section for disaster recovery.

If the fault is occurring from other hardware components of the system, the faulty
component will need to be replaced.

Rebuild

If any single disk drive of the storage pool in protection RAID level (e.g., RAID 1, 3, 5, 6, 0+1,
10, 30, 50, and 60) fails or has been removed, then the status of pool will be changed to
degraded mode. At the same time, the system will search the spare disk to execute volume
rebuild the degraded pool into complete one.

There are three types of spare disk drive which can be set in function menu Disks:

Dedicated Spare: Set a spare disk drive to a dedicated pool.

Local Spare: Set a spare disk drive to the pools which located in the same enclosure.
The enclosure is either in head unit or in one of expansion units.

Global Spare: Set a spare disk drive to all pools which located whether in head unit and
expansion unit.

The detection sequence is the dedicated spare disk as the rebuild disk first, then local spare
disk and global spare disk.

The following examples are scenarios for a RAID 6 rebuild.

1. When there is no global spare disk or dedicated spare disk in the system, the pool will be

in degraded mode and wait until there is one disk assigned as spare disk, or the failed
disk is removed and replaced with new clean disk, and then the Auto-Rebuild starts.
When there are spare disks for the degraded array, system starts Auto-Rebuild
immediately. In RAID 6, if there is another disk failure occurs during rebuilding, system
will start the above Auto-Rebuild process as well. Auto-Rebuild feature only works at that
the status of pool is Online. Thus, it will not conflict with the online roaming feature.
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3. Indegraded mode, the health of the pool is Degraded. When rebuilding, the status of pool

and volume disk will display Rebuilding, the column R% in volume will display the ratio
in percentage. After complete rebuilding, the status will become Online.

TIP
g The dedicated spare cannot be set if there is no pool or the pool is set to
RAID level 0.

Sometimes, rebuild is called recover, they have the same meaning. This table describes the
relationship between RAID levels and recovery.

Table 65: RAID Rebuild

Operation Description

RAID O Disk striping. No protection for data. Pool fails if any disk drive fails or

unplugs.
Disk mirroring over 2 disks. RAID 1 allows one disk drive fails or
RAID 1 unplugging. Need one new disk drive to insert to the system and rebuild to
be completed.
. Extension to RAID 1 level. It has N copies of the disk. N-way mirror allows
N-way mirror ; . ; .
N-1 disk drives failure or unplugging.
RAID 3 Striping with parity on the dedicated disk. RAID 3 allows one disk drive
failure or unplugging.
RAID 5 Striping with interspersed parity over the member disks. RAID 5 allows one

disk drive failure or unplugging.

2-dimensional parity protection over the member disks. RAID 6 allows two
RAID 6 disks drives failure or unplugging. If it needs to rebuild two disks drives at
the same time, it will rebuild the first one, then the other in sequence.

Mirroring of RAID 0 volumes. RAID 0+1 allows two disks drive failures or

RAID 0+1 -

unplugging, but at the same array.

Striping over the member of RAID 1 volumes. RAID 10 allows two disks
RAID 10 . : - L

drive failure or unplugging, but in different arrays.

Striping over the member of RAID 3 volumes. RAID 30 allows two disks
RAID 30 : : : e

drive failure or unplugging, but in different arrays.

Striping over the member of RAID 5 volumes. RAID 50 allows two disks
RAID 50 : : . -~

drive failures or unplugging, but in different arrays.
RAID 60 Striping over the member of RAID 6 volumes. RAID 60 allows four disks

drive failures or unplugging, every two in different arrays.
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15.3. Volume Restoration

The Volume Restoration can restore the volume configuration from the volume creation
history. It is used for pool corruption and tries to recreate the volume. When trying to do data
recovery, the same volume configurations as original must be set and all member disks must
be installed by the same sequence as original. Otherwise, data recovery will fail. The volume
restoration does not guarantee that the lost data can be restored. Please get help from an
expert before executing this function.

The voluma rastorstion Can restons your pravious volume configurations when a paol coruption or a mis-delets occurs. Bafors restaration, plesse maka surs that all the member disks ars nstst
lost data will be recovered. Please contact for sugpert befors using this function

Entlosure ID: 0 {Head Unit: XE5216) *
1203 2586|727 8/9] 10 mrs faston
PcolNams | RAID | VomeName  VokmeCapaclty  DisksUsed | Disk Siot Time Event Logs
v Paoak1 RADS  SourcedMal-1 10GB 4 91,02 0:3.0:4 207070712 134850 CST  The snapshot space has ntiaizad.
[ v | Pooki RADS  Targst-Vol-2 168 4 01,02 03,04 2017007112 134620 CST  The voluma is craated
[w] Peott RADS  TargelVol-2 Mes 4 01,02 03,04 20170712 1344 06'CST  The velume is created
L Pook1 RADS  SourceMol-1 1068 4 0:1,02.0:3.0:4 20170712 13:43:13CST  The volume is created
¥ | Pooki RADS  Vol1 100 GB 3 09,010,011 201707112 132353 CST  The snapshot space has iniliahized
[w ] Peokt RADS  TagelVol2 1068 3 09, 010, G 11 201700712 161159 CST  The volume is created
v Paook1 RADS  Vol-2 100 GE B 0:9,0:10, 611, G:1.0:2 | 20170711 17:85:13CST  The volume is created

| ¥ | Pookl RADS  Vol1 100 GB 5 0:9,010,011.01.02 | 20170711 1755:02 CST ~ The voluma s created
[¥] Peats RADS  Vol1 150 GB 3 09, 010011 2017071 171207 CST The volume is createst
| ¥ Peok1 RADS Vol 150GB S 0:9, 010, 011, 01, 0:2 | 20170711 11:01:53CST  The volume is expanded.
| ¥ | Pookt RADS  TargstVol-2 10GB 5 0:9,010,011.01.0:2 | 201707411 10.53:286 CST ~ The volumeiis created
[¥] Pealt RADS  Vol1 160 GB 5 09,010 011 01,02 | 20070741 102802 CST  The volume i created

1123 476167 8)|9| 10 nad> lastos

Figure 304: Volume Restoration

This table shows the column descriptions.

Table 66: Volume Restoration Column Descriptions

Column Name Description

Pool Name The original pool name.
RAID The original RAID level.
Volume The original volume name.

Volume capacity | The original capacity of the volume.
Disk Used The original quantity of physical disk in the pool.

Disk Slot The original physical disk locations.
Time The last action time of the volume.
Event Logs The last event of the volume.
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TIP

Q When attempting data recovery, the same volume configurations as the
original must be set and all member disks must be installed by the same
sequence as original. Otherwise, data recovery will fail.

CAUTION:
Performing data recovery does not guarantee that the lost data can be

restored 100%. It depends on the real operation and the degree of physical
damages on disks. Users assume all risk when attempting data recovery
procedures.

15.3.1. Configure Volume Restoration

The options available in this tab:

Restore the Volume

Click ¥ -> Restore to restore the deleted volume in the pool. And then click the OK button to
proceed.
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Support and Other Resources

16.1.

Getting Technical Support

After installing your device, locate the serial number on the sticker located on the side of the
chassis or from the ESOS Ul -> MAINTINANCE > System Information

To contact eterio Support, please use the following information:

e Viathe Web: https://eterio.eu/serwis
e Via Telephone: +48 18 4436509
e Via Email: support@eterio.eu

Information to Collect

e Product name, model or version, and serial number
e  Operating system name and version

e  Firmware version

e Error messages or capture screenshots

e  Product-specific reports and logs

e Add-on products or components installed

e Third-party products or components installed

Information for Technical Support

The following system information is necessary for technical support. Please refer to following
for what and where to get the information of your eterio SAN Series model.

If the technical support requests you to download the Service Package, please navigate in
the ESOS GUI -> SYSTEM SETTING -> Maintenance -> System Information, and then
click the Download Service Package button to download. Then the system will automatically
generate a zip file the default download location of your web browser.
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System

ltem Information

System Name eterio SAN

Model Name MD4224S

System Serial Number MD18112100001700605

System Controller Status

Dual Controller, Active-Active

Master Controller Controller 1
Controlier 1
ltem Information 1
" Controller Serial Number | 50013780080A0440
| CPU intel(R) Xeon(R) Processor D-1500 4 Cores
Memory 8GB
Host Card Slot 1 Empty
Host Card Slot 2 Empty
Firmware Version 120
SAS iOC Firmware Version 07.00.01.00
| SAS Expander Firmware Version 1000
Controlier 2
Hem Information
' Controller Serial Number | 50013780080A0380
CPU Intel(R} Xeon(R) Processor D-1500 4 Cores
| Memory 8GB
| Host Card Siot 1 Empty
Host Card Slot 2 Empty
| Fumware Version 120
SAS 10C Firmware Version 07.00.01.00

| SAS Expander Firmware Version | 1000

Backplane
| Hem lnform;non
| Backplane Serial Number " 001378040000
| Backplane ID Qw316
MCU Version 120
Licenses
" item Information
| 8SD Cache  Enabled |
' Auto Tiering Enabled

| Downicad Service Package |

Figure 305: Download Service Package in the ESOS Ul
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16.2. Online Customer Support

For better customer support, every eterio SAN series models include the console cable (two
for dual controller models), one for single controller models) for online support. Please follow
the procedures below to setup the online help environment for eterio support team.

The following procedure will help you to setup the serial console via the console cable that is
enclosed in the shipping carton. The following image is the appearance of the console cable.

Figure 306: Appearance of a Console Cable

Procedures to Setup the Serial Console

1. Setup the serial cable between the controller and one server/host like in the below image.

7 7 7 T
o= & ¥ o 5 — it
T

Figure 307: Connect the Console Cable

2. You must use terminal software such as HyperTerminal or Putty to open the console after
the connection is made.

INFORMATION:

u For more information about terminal software, please refer to:
HyperTerminal: http://www.hilgraeve.com/hyperterminal/
PUTTY: http://www.putty.org/
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3. Here we first demonstrate HyperTerminal. The console settings are on the following. Baud
rate: 115200, 8 data bit, no parity, 1 stop bit, and no flow control Terminal type: vt100

« 1 - Hyper Tevininal
[ L [ T (S T T )

Dl 515/ 0]
e [ T T 1|
coraroperties gl

' P et |
|

i por swcond IHS.‘DH vl
paabie e ]
paity [None ]
O —

Flow connol. (G-

ostors Dolaults

[ox ] _coeel | _aook |

(e— [Auro'datact  Autodetect [T [CRE (IR Sl [

Figure 308: The Procedures of Setup Serial Console by HyperTerminal _ 1

™ | _ HyperTerminal

Save s,
. Osan Technology i
Buiot., 1lation
fot
RN oo
-Lenclosure management
‘Meaintenance
~Lrogout
L :Path: B
—_—— 1 =
! |
___________________________________________________________________________________ -
Fik %

Figure 309: The Procedures of Setup Serial Console by HyperTerminal _ 2
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—TT>

~ Function, armow, and ctrlkeys actas —
© Tewmalkes | Widowsksp ‘

- Backspace key sends g
& ClsH O Del  ChlsH, Space, CtilsH J
G —

gl N

Auto detect v Temns Setis l

+
disconnecting

ASCl Setup...

[wme | mE |
Figure 310: The Procedures of Setup Serial Console by HyperTerminal _ 3

4. If you are using PUTTY instead, please refer to below

= -
= Session Basic options for your PuTTY session
1 TV L‘:gg g — Speciy the destination you want to connect to
EY Kevboard Senal fine
Bel {coM1 {15200
Featuses Connection type:
= - Window (" Raw ¢ Telnet O Rlogn  SSK_ * Senal
Appearance - N——
Behaviou ~ Load, save or delete a stored session
Transiation Saved Sessions
Selection |
Colouss -
Default Set
&5 Conmecton inge Lo |

Data Save I

Prosy

Telet Delete |

Riogin
#- SSH

Senal

aos | [ o | G |

Figure 311: The Procedures of Setup Serial Console by PuTTY_1
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 Categoy - .
| [ & Session | Options controling local serisl nes |
Logging - Gelect a serial ine

= Terminal '
K.eyboard Serial line to connect to ICDM1

Bel
Features - Configure the serial line

(= Window Speed (baud) |1 15200
Appearance ;
Behaviour Data bits
Translation Stop bits
Sulection
Colours Parity
=1 Connection Flow control
Data :
Proxy

Telnet
Rloge REERIE

’Aboutl [ open | Cancel |

Figure 312: The Procedures of Setup Serial Console by PUuTTY_2

f\' PulTY Configuration [ X |
Category:
[=1 Session [ Options controlling the effects of keys l
G L.oggmg - Change the sequences sent by
T The Backspace key
(" ContiotH & Contral-? [127]
The Home and End keys
da wanfi;::m % Standard vt
T LAcbasiencs The Function keys and keypad
Bahavicii " ESC™ C Linux  Wterm RB
Tkl Cyran CEVIIOD ¢ sco
‘ §°:°°"°" - Application keypad settings:
e 2 c:us Initial state of cursor keys:
0 nge;t:;on % Normal " Application
Prox Iritial state of numeric keypad,
v % Nommal (" Application (" NetHack
Telnet
I Rlogin - Enable extra keyboard features:
B SSH [ ARGt acts as Compose key
Serlal IV ContralAlt is different from AltGr

About I Open Cancel I

Figure 313: The Procedures of Setup Serial Console by PUuTTY_3
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5. Users should be able to login the controller system via console cable by following the
procedures above.

Setup the Connection for Online Support
Following is the procedure to setup the connection for online support via TeamViewer:

e Please download the TeamViewer from following hyper link:
https://www.teamviewer.com/en/download/

o Install TeamViewer.

e Please provide the ID/password showed on the application to eterio support team
member to join the online support session.

Accessing Product Updates
To download product updates, please visit eterio website:

http://eterio.eu/sterowniki-i-oprogramowanie/

Documentation Feedback

Epsylon is committed to providing documentation that meets and exceeds your expectations.
To help us improve the documentation, email any errors, suggestions, or comments to
storage@eterio.eu.

When submitting your feedback, include the document title, part number, revision, and
publication date located on the front cover of the document.
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Appendix

Glossary and Acronym List

Table 67: Common Terminology

Iltem Description

Redundant Array of Independent Disks. There are different RAID
RAID levels with different degree of data protection, data availability, and
performance to host environment.

The Physical Disk belongs to the member disk of one specific RAID
group.

A collection of removable media. One pool consists of a set of volumes
and owns one RAID level attribute.

Each pool could be divided into several volumes. The volumes from
Volume one pool have the same RAID level but may have different volume
capacity.

Logical Unit Number. A logical unit number (LUN) is a unique identifier
LUN which enables it to differentiate among separate devices (each one is
a logical unit).

Web GUI Web Graphic User Interface.

Write-Through cache-write policy. A cache technique in which the
completion of a write request is not signaled until data is safely stored
in non-volatile media. Each data is synchronized in both data cache
and accessed physical disks.

Write-Back cache-write policy. A cache technique in which the
completion of a write request is signaled as soon as the data is in
cache and actual writing to non-volatile media occurs later. It speeds
up system write performance but needs to bear the risk where data
may be inconsistent between data cache and the physical disks in one
short time interval.

RO Set the volume to be Read-Only.

Dedicated Spare disks. The spare disks are only used by one specific
DS RAID group. Others could not use these dedicated spare disks for any
rebuilding purpose.

Local Spare disks. The spare disks are only used by the RAID groups
LS of the local enclosure. Other enclosure could not use these local spare
disks for any rebuilding purpose.

BBM Battery Backup Module

SCM Super Capacitor Module

Disk

Pool

WT

WB
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Iltem Description

Global Spare disks. It is shared for rebuilding purpose. If some RAID

GS groups need to'use the global spare disks for rebl_JiIding, they could
get the spare disks out from the common spare disks pool for such
requirement.
DeGraded mode. Not all of the array’s member disks are functioning,

DG but the array is able to respond to application read and write requests
to its virtual disks.

SCSI Small Computer System Interface

SAS Serial Attached SCSI

S.M.AR.T. Self-Monitoring Analysis and Reporting Technology

WWN World Wide Name

HBA Host Bus Adapter

SES SCSI Enclosure Services

NIC Network Interface Card

Table 68: FC / iSCSI Terminology

Iltem Description

FC Fibre Channel

FC-P2P Point-to-Point

FC-AL Arbitrated Loop

FC-SW Switched Fabric

iISCSI Internet Small Computer Systems Interface

LACP Link Aggregation Control Protocol

MPIO Multipath Input/Output

MC/S Multiple Connections per Session

MTU Maximum Transmission Unit

CHAP Challenge Handshake Authentication Protocol. An optional security
mechanism to control access to an iSCSI storage system over the
iISCSI data ports.

iISNS Internet Storage Name Service

Table 69: Dual Controller Terminology

Iltem Description

Storage Bridge Bay. The objective of the Storage Bridge Bay Working
Group (SBB) is to create a specification that defines mechanical,
electrical and low-level enclosure management requirements for an

SBB . .
enclosure controller slot that will support a variety of storage
controllers from a variety of independent hardware vendors (“IHVs”)
and system vendors.

6G-MUX Bridge board is for SATA 1l disk to support dual controller mode.
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End-User License Agreement (EULA)

Please read this document carefully before you use our product or open the package
containing our product.

YOU AGREE TO ACCEPT TERMS OF THIS EULA BY USING OUR PRODUCT, OPENING
THE PACKAGE CONTAINING OUR PRODUCT OR INSTALLING THE SOFTWARE INTO
OUR PRODUCT. IF YOU DO NOT AGREE TO TERMS OF THIS EULA, YOU MAY RETURN
THE PRODUCT TO THE RESELLER WHERE YOU PURCHASED IT FOR A REFUND IN
ACCORDANCE WITH THE RESELLER'S APPLICABLE RETURN POLICY.

General

Epsylon Sp. z 0.0. Sp.K. ("Epsylon") is willing to grant you (“User”) a license of software,
firmware and/or other product sold, manufactured or offered by Epsylon (“the Product”)
pursuant to this EULA.

License Grant

Epsylon grants to User a personal, non-exclusive, non-transferable, non-distributable, non-
assignable, non-sub-licensable license to install and use the Product pursuant to the terms of
this EULA. Any right beyond this EULA will not be granted.

Intellectual Property Right

Intellectual property rights relative to the Product are the property of Epsylon or its licensor(s).
User will not acquire any intellectual property by this EULA.

License Limitations

User may not, and may not authorize or permit any third party to: (a) use the Product for any
purpose other than in connection with the Product or in a manner inconsistent with the design
or documentations of the Product; (b) license, distribute, lease, rent, lend, transfer, assign or
otherwise dispose of the Product or use the Product in any commercial hosted or service
bureau environment; (c) reverse engineer, decompile, disassemble or attempt to discover the
source code for or any trade secrets related to the Product, except and only to the extent that
such activity is expressly permitted by applicable law notwithstanding this limitation; (d) adapt,
modify, alter, translate or create any derivative works of the Licensed Software; (e) remove,
alter or obscure any copyright notice or other proprietary rights notice on the Product; or (f)
circumvent or attempt to circumvent any methods employed by Epsylon to control access to
the components, features or functions of the Product.

Page 349 from 350



eterio

data works

Disclaimer

EPSYLON DISCLAIMS ALL WARRANTIES OF PRODUCT, INCLUDING BUT NOT LIMITED
TO ANY MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, WORKMANLIKE
EFFORT, TITLE, AND NON-INFRINGEMENT. ALL PRODUCTS ARE PROVIDE “AS IS”
WITHOUT WARRANTY OF ANY KIND. ACTIDATA MAKES NO WARRANTY THAT THE
PRODUCT WILL BE FREE OF BUGS, ERRORS, VIRUSES OR OTHER DEFECTS.

IN NO EVENT WILL EPSYLON BE LIABLE FOR THE COST OF COVER OR FOR ANY
DIRECT, INDIRECT, SPECIAL, PUNITIVE, INCIDENTAL, CONSEQUENTIAL OR SIMILAR
DAMAGES OR LIABILITIES WHATSOEVER (INCLUDING, BUT NOT LIMITED TO LOSS
OF DATA, INFORMATION, REVENUE, PROFIT OR BUSINESS) ARISING OUT OF OR
RELATING TO THE USE OR INABILITY TO USE THE PRODUCT OR OTHERWISE UNDER
OR IN CONNECTION WITH THIS EULA OR THE PRODUCT, WHETHER BASED ON
CONTRACT, TORT (INCLUDING NEGLIGENCE), STRICT LIABILITY OR OTHER THEORY
EVEN IF EPSYLON HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

Limitation of Liability

IN ANY CASE, EPSYLON’S LIABILITY ARISING OUT OF OR IN CONNECTION WITH THIS
EULA OR THE PRODUCT WILL BE LIMITED TO THE TOTAL AMOUNT ACTUALLY AND
ORIGINALLY PAID BY CUSTOMER FOR THE PRODUCT. The foregoing Disclaimer and
Limitation of Liability will apply to the maximum extent permitted by applicable law. Some
jurisdictions do not allow the exclusion or limitation of incidental or consequential damages,
so the exclusions and limitations set forth above may not apply.

Termination

If User breaches any of its obligations under this EULA, Epsylon may terminate this EULA
and take remedies available to Epsylon immediately.

Miscellaneous

e Epsylon reserves the right to modify this EULA.

e Epsylon reserves the right to renew the software or firmware anytime.

e Epsylon may assign its rights and obligations under this EULA to any third party without
condition.

e This EULA will be binding upon and will inure to User’s successors and permitted assigns.

e This EULA shall be governed by and constructed according to the laws of Republic of
Poland. Any disputes arising from or in connection with this EULA, User agree to submit
to the jurisdiction of Poland, Warsaw district court as first instance trial.
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